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This lecture

* Why mm wave is exciting
— Key applications

* Check that it is not just hype
— Physical feasibility

Check that the area is interesting and scientifically plausible before
commencing work on it
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20 good years for wireless

* Digital cellular started in the 1990s

— 6B mobile phone subscribers today!

— Connects the most remote locations to the global
economy

* WiFiis no slouch either
— Huge growth in carrier and enterprise markets

— Huge potential in residential markets in developing
nations

* Technology is was converging
— MIMO, OFDM part of all modern standards

mmWave represents a fundamental disruption



mmWave: what’s different?

System goals: multiGbps wireless
Bandwidth no longer a constraint

Channel characteristics
— Sparse rather than rich scattering

The nature of MIMO

— Beamforming, diversity, multiplexing all different at
tiny wavelengths

Signal processing at multiGbps speeds
— ADC is a bottleneck, OFDM may not be the best choice

Networking with highly directional links

So really, everything is different!



Why the interest in mmWave?

A few marketing slides



The end of spectral hunger (at short ranges)

60 GHz: 7 GHz of unlicensed spectrum in US, Europe, Japan

| . | Oxygen absorption band

55 60 65 (freq, GHz)
< > Europe Ideal for short-haul multihop
-, Gl (reduced interference)
59-62 GHz

Common unlicensed spectrum

E/W bands: 13 GHz of spectrum in US with minimal licensing/registration

Avoids oxygen absorption

70 75 80 85 90 9|5 Good for long-haul P2P

Bands beyond 100 GHz becoming accessible as RFIC and packaging
technology advances



Initial industry focus: indoor 60 GHz networks

* WiGig spec/IEEE 802.11ad standard: up to 7 Gbps
e Support for moderately directional links
* 32 element antennas that can steer around obstacles

www.technologyreview.com



Progress due to push for WiGig

60 GHz CMOS RFICs /
— WiFi-like economies of scale if and when market takes off

Antenna array in package (32 elements) v
— Good enough for indoor consumer electronics applications

MAC protocol supporting directional links /
— Good enough for quasi-static environments

— Does not provide interference suppression

— Does not scale to very large number of elements
Gigabit PHY

— Standard OFDM and singlecarrier approaches

— Does not scale to 10 Gbps at reasonable power
consumption (ADC bottleneck)



Current focus: mmWave for cellular

Driven by exponential growth in cellular data demand
Exabytes per Month
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mmWave Picocells and broadband

Multi-gigabit infrastructure mesh

Internet

Lamp post

Gbps backhaul link
D-500m)

Point-to-multipoint Terr‘agra ph project
content distribution infrastructure . .~
(60 GHz, repurposing WiGig)

MultiGigabit mesh networks are happening now

LTE Network

60GHz BS3

60GHz BS1

mmWave to the mobile will happen soon



Industry consensus on the need for Cellular 1000X

Exabytes per Month 61% CAGR2013-2018
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Mm-wave enables aggressive spatial reuse

6/29/2016



mmWave for the under-served

Praject

GO g!E Skybender
Google Wants to Fly Orones

f Over Your Head to Beam
# b High-Speed Internet

‘loons and drones

MOUNTAIN VIEW, Calif.—As of March 17, the
FCC has granted permission to Google to
perform airborne and terrestrial millimeter
wave testing throughout the U.S., according to
Android Headlines and other sources. The
testing frequencies cover the 71-76 GHz and
81-86 GHz range. Google’s window for testing
will come to a close on April 1.



In short: mmWave is the future of communications

Multi-gigabit infrastructure mesh

Internet

1-5 Gbps subscriber lin

[ {100-500m)
: sy |
1
-

-~ s

Point-to-multipoint
content distribution infrastructure

Lamp post

1-5|Gbps backhaul link
(100-500m)

Project

GO gle Skybender

Google Wants to Fly Drones
¢ Dver Your Head to Beam

*ﬁﬂ High-Speed Internet




In addition...mmWave commodity radar

Vehicular situational awareness Gesture recognition

Designs constrained by cost, complexity and geometry
Very different from classical long-range military radar



Concept Systems = Research Opportunities

Revisiting MIMO

— For tiny wavelengths
Revisiting signal processing architectures

— The ADC bottleneck

Revisiting networking

— Highly directional links change MAC design considerations
— Multi-band operation (e.g., 1-5 GHz and 60 GHz)
Revisiting radar

— Short-range geometry and hardware constraints
Inherently cross-layer even at the level of comm and
estimation theory

— Node form factor, hardware constraints, propagation geometry



Example research in our group

Established that blockage is not a dealbreaker
— Evenin cluttered indoor environments
LoS MIMO: theory and prototype
— The road to “wireless fiber”
Diversity for sparse multipath
— Five 9s wireless backhaul is possible
Mesh networking with highly directional links
— Trade off deafness against lower interference
— Routing and resource allocation for mm-wave backhaul
Mm wave picocellular networks
— Need to adapt large arrays = theory of compressive estimation, super-resolution algorithms
— Compressive network architecture
— Interference analysis showing Cellular 1000-10000X is feasible
— Experimental results
ADC-limited communication
— Fundamental limits, time-interleaved ADC, analog multiband
Mm wave radar
— Fundamentals of short-range radar
— New target models and algorithms



Now that we are motivated...



The Plan

The mmWave channel
MIMO concepts revisited

— Spatial multiplexing and diversity for sparse channels

Steering large arrays: theory and algorithms

— Compressive estimation, super-resolution

Networking with highly directional links: mesh
networks, picocells

Signal processing at high bandwidths
Short-range mmWave radar



Step 0: can we close the link?



|s propagation on our side?

* Can we attain the kind of system specs we want
with technology compatible with the mass market?

— Link budget for indoor links
— Link budget for outdoor links (oxygen absorption)

e CMOS power amps: sweet spot 0-10 dBm
* SiGe power amps can go higher

* With power pooling and beamforming gain from
antenna arrays, can we go far enough so it is
interesting?

UWB researchers should have asked such questions



Link budget analysis

Undergraduate level book-keeping
that we should all know about

A 00001

Introduction to

COMMUNICATIONS
SYSTEMS

UPAMANYU MADHOW




Example link budgets done on board



Link budget analysis: a review

Basic comm theory maps modulation & coding scheme to Eb/NO
requirement; we then need to map to received power needed

Receiver sensitivity: minimum received power required to attain
a desired error probability

(depends on the modulation scheme, bit rate, channel model,
receiver noise figure)

We can now design the physical link parameters: transmit and receive
antennas, transmit power, link range

Link budget: Once we know the receiver sensitivity, we can work
backward and figure out the physical link parameters required
to deliver the required received power (plus a margin of safety)



Receiver sensitivity

P, = NoB = NgjanlOF”!mB (noise power)

Receiver sensitivity (minimum receive power needed)

I

. Eb Eb F/10
P — SNR, .. P, = [ = N,B=[=2 RyNo.,,0m 107/
rx(min) = SNR, ¢4 ( Nﬂ)qu 7z Vo ( Ng)qu bV 0,



Receiver sensitivity in dBm

At room temperature and for a bandwidth of 1 Hz, the noise power

equals -174 dBm
kT, x1Hz=4x10"" W =4x10"" mW

room

— -174 dBm

Noise power over 1 Hz = —174 + F' dBm

We therefore obtain

(for noise figure
of F dB)

L

PHX,dBm (Hllll) — (E
0

reqd,dB

How should we design the system to attain the desired RX sensitivity?
Need to relate transmit power to received power



Numerical value of noise PSD

What 1s the value of N, ?

White noise arising from many devices in the receiver can be summarized into a single quantity
Noise figure: tells us how big the PSD is with respect to a benchmark
Benchmark: thermal noise of a resistor with matched impedance at “room temperature”

Benchmark noise power = kTB

k=138 x107> Joules/Kelvin (Boltzmann's constant)

T 1s temperature, B is bandwidth

N 0
k]:’oom
T. =290 Kelvin

room

Noise figure F' =

Noise figure usually expressed in dB, and noise power can be computed as follows:

P, = NoB = kT}oom 10F@P)/10B
Power often expressed in dBm

Power (dBm) = 10log;,(Power (milliwatts))



Free space propagation

The simplest model for how transmit power translates to received power

Isotropic transmission =2 at range R, the power is distributed over
the surface of a sphere of radius R

Receiver antenna provides an aperture with an effective area for
catching a fraction of this power

Receive
P PTX ~antenna
RX — L R X aperture
4m R2 OB

If the transmitter uses a directional antenna:

Prx
4 R?

Transmit antenna
gain

PRX_




Relating gain to aperture

Antenna gain = ratio of aperture to that of an isotropic antenna

Aperture for an
1 «
isotropic” antenna

Remarks

--For given aperture, gain decreases with wavelength

--Aperture roughly related to area =» at lower carrier frequencies
(larger wavelengths) we need larger form factors to achieve

a given antenna gain



Friis' formula for free space propagation

Given the antenna gains:

)\2

Prx = Prx Grx G
RX rx Urx URX Te 5o

For fixed antenna gains, the larger the wavelength the better

Given the antenna apertures:
AT.X ARX
A2 R?
For fixed antenna apertures (roughly equivalent to fixed form factors),

the smaller the wavelength the better, provided we can point the
transmitter and receiver at each other

PRX:PTX



Applying Friis’ formula

Going to the dB domain:

22
Prx .dBm = Prx,daBm + Grx,dsi + Grx,asi + 10logy, 1672 R2

More generally:

Prx.dBm = PrxdBm + Grx.d8i + Grx.dBi —

Plug in your
favorite model
for path loss

Free space path loss model gives us back the first formula:
1672 R?
)\2

Lpﬂ,thlﬂss,dB (R) =10 I'Dglﬂl



Link budget

Given a desired receiver sensitivity,

what is the required transmit power to attain a desired range?
OR

what is the attainable range for a given transmit power?
Must account for transmit and receive directivities, path loss, and
add on a link margin (for unmodeled, unforseen contingencies)

P TX,dBm — P RX,dBm(mln) — GTX,dBi — GR};dBi + Lpathﬁoss,dB(R) + Lmargin,dB



Example 60 GHz indoor link budget

2.5 Gbps link using QPSK and rate 13/16 code operating 2 dB
from Shannon limit

(Ey/No)reqa ~ 2.5dB

Noise figure 6 dB

Receiver sensitivity =-71.5 dBm

4x4 antenna array at each end, 2 dBi gain per element
=>» 14 dBi gain at each end

10 m range =@ free-space path loss is about 88 dB

Transmit power with 10 dB link margin is only about -1.5 dBm!
(=» can use less directive antennas)



Role of channel coding

Semi-powerful code leads to Eb/NO requirement of 2.5 dB
Uncoded QPSK with 10 BER would require Eb/NO of 10 dB

Not that important for indoor link
(can easily bump up TX power by 10 dB)
But can make a big difference outdoors



Example 100 m outdoor 60 GHz link
(backhaul, base-to-mobile)

Using 10 m indoor link budget as reference

Free space propagation loss increases by 20 dB

Oxygen absorption (16 dB/km) leads to 1.6 dB additional loss

Rain margin (25 dB/km for 2 inches/hr): 2.5 dB

Required transmit power goes up to 22.6 dBm

For 4x4 array, TX power per element is 10.6 dBm

(doable with CMOS, easy with SiGe)

EIRP =22.6 dBm + 14 dBi = 36.6 dBm < FCC EIRP limit of 40 dBm

Coding gain plays an important role here: why?



What the link budgets tell us

* 60 GHz is well matched to indoor networking and to
picocellular networks

— Oxygen absorption has limited impact at moderate ranges
— Heavy rain can be accommodated in link budget
— Moderate directivity suffices
— Electronically steerable links give flexibility in networking
— Low-cost silicon implementations are possible
* For truly long range, need to avoid 60 GHz
— 71-76, 81-86 GHz as candidates
— Bands above 100 GHz
— Need very high directivity (can we steer effectively?)



Now we can pursue novel system concepts



Systems to be explored

* LoS MIMO: wireless links at optical speeds
 MultiGigabit mesh backhaul
* MultiGigabit picocellular networks: cellular 1000X



Mm wave channel modeling

Maryam Eslami Rasekh
(presented by U. Madhow)



MR2

Basics of channel modeling

e Sum of propagation paths
— Free space propagation (LOS)
— Specular reflection
— Propagation through dielectric obstacles
— Diffraction and scattering

All these components are strong in conventional lower
frequency bands (<6GHz)
but in mmwave..?



Slide 2

MR2 not sure how you wanted this slide, here are 3 versions. | think the second one makes most sense since the text says channel is "combination of"

different paths
Maryam Rasekh, 09-06-2016



Basics of channel modeling

e Sum of propagation paths
— Free space propagation (LOS)
— Specular reflection
— Propagation through dielectric obstacles
— Diffraction and scattering

All these components are strong in conventional lower
frequency bands (<6GHz)
but in mmwave..?



Basics of channel modeling

e Sum of propagation paths
— Free space propagation (LOS)
— Specular reflection
— Propagation through dielectric obstacles
— Diffraction and scattering

All these components are strong in conventional lower
frequency bands (<6GHz)
but in mmwave..?



Reflection

* Plane wave traveling in homogenous environment

E(F,t)=| E, | cosQ2aft —k.F + ZE,)

$

&
g

> &
£

~
S
N
¢

g
< P
€
& Ty
/I \ ,
"




Reflection

* Plane wave traveling in homogenous environment

E(F,0) = E, | cosQaft —k.F + ZE,)

—

(phasor) E(F) = E’Oe_jk'r




Reflection

* Plane wave traveling in homogenous environment
E(F,0) = E, | cosQaft —k.F + ZE,)

(phasor) E(F) = ED_ﬂ;'F

-
=2 =2 g e

wave number




Reflection

* Plane wave traveling in homogenous environment
E(F,0)=| E, | cos(2aft — k.7 + ZLE,)

(phasor) E(F) = E‘D_ﬂ;'?

-
T

— —

Magnetic U=, Electric E=E.&

permeability permittivity /
\ Relative permittivity

Relative permeability

Magnetic permeability Electric permittivity
of vacuum of vacuum



Reflection

* Plane wave traveling in homogenous environment

g
>

9 3

E(F,t)=| E, | cosQQaft —k.F + LE,) v

g

Q
Q
X

'0/70

Most substances are dielectrics with no magnetic properties:

p=1
&.21

)/’ Y )/ &
Magnetic = 11, Electric E=E.E, : \\

permeability / \ permittivity /

Relative permittivit
Relative permeability P Y

»‘PN

Magnetic permeability Electric permittivity
of vacuum of vacuum



Reflection

 What happens at intersect of different environments?

~
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Reflection

» Specular reflection (like from a mirror)




Reflection

* Plane wave reflection and transition: Snell’s law

Speed of light in substance




Reflection

* Plane wave reflection and transition: Snell’s law

Speed of light in substance




Reflection

* Wave propagation: electric field vector, magnetic field vector, and
direction of propagation are perpendicular to each other and form a right
corner

Two possible polarizations:

Parallel

polarization (||)




Reflection

* Wave propagation: electric field vector, magnetic field vector, and
direction of propagation are perpendicular to each other and form a right
corner

Two possible polarizations:

Perpendicular

polarization (L)




Reflection

Reflection loss of plane wave

Fresnel formula derived from Maxwell’s equations

\/Zcosﬁ \/ZCOSH H
\/720039 +\/‘Tlcos¢9

&
\/zcosé? \/”Tcosé? "

E
\/720089 +\/’Tlcos€ A}>\

16



Reflection

1/‘: cosb, 1/“1 cosd, ,/ff cosé, 1/”1 cos 6,
2 2

\/’Tzcosé? +\/‘Tlcosl9 \/Zcosﬁ +\/‘Tlcose.

Note: for normal surfaces perpendicular reflection coefficient is negative

Ey > &, My =M = Hy

(Ht < 6, = cos(6,) > cos(b,)

Ve, e




Reflection

\/Zcosé? \/‘Tlcosﬁ \/‘72@0549 \/‘Tlcose.

\/'LTZCOSH +\/‘Tlcosl9 \/Zcosﬁ +\/‘Tlcose.

Note: for normal surfaces perpendicular reflection coefficient is negative

€28, Hy=H= ('Ol<0)

and for parallel reflection we have:

6. <sin = p <0
& T&
Ey>&, =hL=H= <
.- E
6, >sin” |—*—=p >0

N~ & T&



* Quasi-plane wave:

X

RX

Reflection




Reflection

* Quasi-plane wave:

X

d,

almost constant around
o <0,
pointof incidence ~ _ _ _ L S
d,
RX ﬂ *apart from frequency dependence of € and
Y Path Loss ~ ( )2 | p(8,)
4r(d, +d,)

Excess Loss =| p(8,)|° = independent of frequency * 20



Reflection

e Reflection from rough surfaces:
part of wave energy is scattered

4 |
Path Loss = (—+——)* | p(8))|* exp(— (7595012,

4r(d, +d,) 2

h, = std deviation of surface height *

1 4mh, coso,

- 2
S )

Excess Loss =| p(6,) |2 exp(—

REFLECTED
IMCIDENT WAVE

WAVE \\
N /

| SMOOTH  SURFACE

BACK SCATTERED
COMPONENT
SLICHTLY ROUGH SURFACE

AN

‘ ROUCH SURFACE

—> Higher loss at higher frequencies (exponential)

(surfaces are rougher at shorter wavelengths)

* assuming Gaussian distribution of surface heights without sharp edge and shadowing effects



Reflection

* Surface roughness std deviation varies from O (e.g. glass) to a
few mm

* At low frequencies (f < 6 GHz, A > 5 cm) most surfaces are
smooth

7th, cos O,

h, <2mm, A>5cm = exp(—8( )?)=0.88

roughness loss < 0.55 dB

* At 60 GHz a surface with 0.6 mm roughness causes 5 dB of
excess loss

7t cos 6,

h, =0.6mm, A=5mm = exp(—§( )?)=0.32

roughness loss = 4.95 dB



Scattering and diffraction

Wave incident to irregular surfaces are scattered, e.g. objects
with sharp edges (diffraction) or curvatures of radius smaller
than or in order of wavelength

One example is reflection from rough surface — part of wave
power is scattered

Scattered waves from finite objects can be modeled as fields
caused by excited currents on surface of object

— modeled by secondary sources

Fundamental difference with specular reflection: two
independent expansions of wavefront



Scattering and diffraction

* For comparison: consider reflection

24



Scattering and diffraction

* Specular reflection means wave front continues its initial
expansion from original source

25



Scattering and diffraction

* Specular reflection means wave front continues its initial
expansion from original source

* Equivalent to one expansion from image source

Excess loss
independent of
frequency

26



Scattering and diffraction

* Scattering involves a finite object being illuminated by original
source

27



Scattering and diffraction

* Scattering involves a finite object being illuminated by original

source
* Power captured by object is radiated in a second expansion

Excess loss
proportional to
squared frequency

(212

28




Propagation through dielectrics

NANAA NAAA

E(x)=E,e /™

k=2n\Jue e=¢g-je" (&'"<<e)*

k=21 e 1= )

f \ Attenuation

Phase change o
P(x)/ By =| E(x)/ E, |~ exp(=27f |/ t1e' — x)
E

—> Penetration loss increases exponentially with depth and frequency

. .. . . . O
*for substances with conductivity o, effectively € = £'-j&'"—j —

2



Propagation through dielectrics

Dielectric loss is result of resonance of particles with
electromagnetic field — varies with frequency

Oxygen absorption (e.g. at 60 GHz) result of such resonance

Exponential decay with distance

& Dipolar
] (Rotational)

" f Hz




Propagation through dielectrics

Example: relative permittivity of concrete  p(x)/p, = exp(_zﬂ]a/ﬂg'g_"x)
8!
@ 5 GHz: e.=4.8—j0.6

1 -8
NUgE)y =—=0.33x10"" (s/m)
@ 60 GHz: ¢.=3.3—)0.38 e

— Loss of a 3 cm thick slab of concrete
@ 5 GHz:

@ 60 GHz:
How thick can a slab of concrete be for <10dB attenuation?
@ 5 GHz:

@ 60 GHz:



Propagation through dielectrics

Example: relative permittivity of concrete  p(x)/p, = exp(_zﬂf,/ﬂg'g_”x)
8'

5 GHz: =4.8-j0.6

® ‘ er J NS _L_033%10° (s/m)

@ 60 GHz: e.=3.3—j0.38 ¢

Loss = exp(—27 \| hyEo A€, i'x)
gl"

— Loss of a 3 cm thick slab of concrete
@ 5 GHz: Loss=exp(-27x5x10” x0.33x107" x /4.8 x%xo.o3)=3.7 dB

@ 60 GHz: Loss =exp(—27x60x10” x0.33x107° x 3.3x%x0.o3):34dB

How thick can a slab of concrete be for <10dB attenuation?
@ 5GHz: 8.04cm

@ 60 GHz: 8.8 mm



Blockage

Signal attenuation due to presence of obstacle in signal path

Blockage is severe at mmwave frequencies
No propagation through obstacles
No diffraction around obstacles

Can also be explained by Huygens’ principle

Objects are bigger at mmwave -- smaller objects can block
wave



Blockage

Huygens’ principle

Each point on a primary wavefront can be considered to be a
new source of a secondary spherical wave, and a secondary
wavefront can be constructed as the envelope of these
secondary spherical waves

—> Received signal is the superposition of secondary sources
that are not within the obstacles



Huygens’ principle

Image courtesy of: Toda Akihiko
http://home.hiroshima-u.ac.jp/atoda/index e.html

35



Slide 35

MR1 | don't think this is showing the huygen's principal
Maryam Rasekh, 06-06-2016



Huygens’ principle

wavefront decomposition
for point source
®

wavefront decomposition
for plane wave

N SININININL
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Huygens’ principle

If part of wavefront is blocked contribution of that portion is
lost

(YIS
>

37



Huygens’ principle

e |If part of wavefront is blocked contribution of that portion is
lost

NN
«—>
R 4 _____@._
(YIS
<+
O--

O

equivalent pattern of
blocked sources

| |

equivalent pattern of
blocked sources

1

1
0]

1

| ) N
1

o) ) A L
1
1
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NN

Huygens’ principle

If part of wavefront is blocked contribution of that portion is

lost

equivalent pattern of
blocked sources

1

1
0]

1

(YIS

more of power reaching
front of obstacle is lost

equivalent pattern of
blocked sources

39



Blockage

When path between TX and RX is blocked by an obstacle, link
is diminished — and this can happen a lot

Require beam steering to maintain link through alternate
paths — reflections from environment surfaces

40



The overall mmwave channel

* Mainly free space (unobscured) line of sight and reflection

— What does this mean for mmwave links..?

* Indoor and mobile scenarios:
need for beam steering to deal with blockage

* Qutdoor point-to-point links:
sparse channel consisting of LOS and reflected paths
channel mostly predictable from geometry



Outdoor point-to-point links

 Consequences of channel sparsity
— CSl recoverable using faster sparse sensing techniques

— More deterministic channel model in known environment
geometry

—> Design guidelines for spatial and frequency diversity



The sparse multipath channel

Lamp post to lamp post link inside street canyon

Channel comprised of LOS and reflections from walls and
ground — if they fall within antenna beams

Fading can happen

small <_7

M /1 2
h(t)=>Y GG L, (EJ o(t—D;/c)

i=l1 i

M
H(f)= D oqe”™"
i=1

Antenna beamwidth can include
single or double bounce reflections



Fading in a sparse multipath channel

Most basic case: 2 path channel
— LOS
— One reflection

X LoS RX
Q- | = g 9
r Ny v r
' 0,
"
e R -

>



Fading in a sparse multipath channel

Spatial diversity using 2 receivers
Selection 7 =max(| A ||, |*)

Maximum Ratio Combining 7 =|h, |* +|h, |

o RX2: d
Mg\ - _pRX1.
= f - -
: ‘& v '
| . :f ? !
r
TX

45



Basic two-ray channel

TX LoS RX .
AN _‘ - ga_ﬁf;,.a-"? In SISO system, the outage probability
I N s relative to the LoS link is:
ro A r
P(hI< B)
r | .
) R Be (0,1] 1/ :linkmargin, h =1 — ae™?
TX

46



Basic two-ray channel

X LoS RX .
AN _‘ - ga_ﬁf;,.a-"? In SISO system, the outage probability
I N s relative to the LoS link is:
r A r
P(hI< B)
r i
) R Be (0,1] 1/ :linkmargin, h =1 — ae™?
TX

When does an outage occur?

47



Basic two-ray channel

LoS RX B
- gg"’ In SISO system, the outage probability
P relative to the LoS link is:
T P(lhi< f)

Be (0,1] 1/ :linkmargin, h = 1 — e

When does an outage occur?

LoS

48



Basic two-ray channel

X LoS RX .
“‘ = ggjf},.e-f In SISO system, the outage probability
B N i relative to the LoS link is:
r S A l r
0
< P(hI< B)
r - _
) R Be (0,1] 1/ :linkmargin, h =1 — ae™?
TX

When does an outage occur?

LoS

49



Basic two-ray channel

TX LoS RX .
=< = 9@_;/? In SISO system, the outage probability
o \ e l . relative to the LoS link is:
/,fj/g
t >
— P(hI< B)
. .

Be (0,1] 1/ :linkmargin, h =1 — e

When does an outage occur?

Yy
ol ]
Ny

Ny
]
.....

ay
by
ty
ay
ay

Ty
Ny
.....
o ]
o}

eflected path
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Basic two-ray channel

TX LoS RX .
=< = 9@_;}/-’? In SISO system, the outage probability
o \ e l . relative to the LoS link is:
/‘”jjg
t >
— P(hI< B)
. .

Be (0,1] 1/ :linkmargin, h =1 — e

When does an outage occur?

]_ —|— Cl'z — §2>

200
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Basic two-ray channel

T LoS RX .
¥ > o In SISO system, the outage probability

r \ v l . relative to the LoS link is:
<D
= P(h < B)

Be (0,1] 1/ :linkmargin, h =1 — e

When does an outage occur?

]_ —|— Cl'z — §2>

200

P;}ut(gfgﬂ?) = Q}/ﬂ'

In SISO, the outage probability is:

52

Fora =1 and a link margin of 5 dB, Fout(S15Q) = 0.56/7 = 18%



Basic two-ray channel

TX

ﬁ“‘\'-‘r.‘
r 5&
s
r
&
X

In SIMO system, the relative channel gain:

hi=1—ae 77,

The phase difference is given by:

ALyefiected = VB2 + (2r +d)2 — /R2 + (2r)? =

0 RX2
— ~ E
- " o RX1.
‘._J'( -
#f,, P
-, ,,-*”'HJ "’Hf/ '
‘“::"‘x}{a-";_,.-”x
R ¥

hg =1 — L'EE_j{'i"

2 dmrd
v = T&Lmﬁeﬁﬁ'e‘f ~ RA

2rd



Basic two-ray channel

_ - B '#f___,--"
™o " o RX1.

X

In SIMO system, the relative channel gain:
hi=1—ae 7, hy=1-— m:e_jw”
reflection

reflection

g HO5 o7 LOS

RX1 RX2

¥y = & = guaranteed constructive combination in at least one path
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Basic two-ray channel

e Robustness

Range of antenna spacing: %o
T 2

i
IA
> | &
A
N
—
|
3|8
——
Sk

For the selective diversity scheme,
If one receiver sees a destructive fade,
the other one is guaranteed to see a constructive fade.

Examples of antenna spacing: 3.71 < % < 16.29 5 dB link margin
2 2
* Displacement d guarantees f for R/re{ 7rd , ﬂd}
M7 —¢y) A,

55

— oA
*  With R/r = fixed, devo (R/ )(7z Zﬁo) (R/V)} guarantees f3



Street canyon channel

* Including single reflection rays from walls and ground
* Horizontal and vertical diversity are independent

y= 27”(\/132 +Qr, +d,)? +(2r, +d,)* = [R* +(2r,)’ +(2rg)2)

10

Amr d MRC performance in 1x2 SIMO with vertical separation
_ 4ﬂ7”wdh n g%v =1 : : T

i T £ =

....................................................................

—> Effective 2-path channel for
vertically displaced antennas

Randomized geometry

Outage probability with 3dB margin
o

r,, € [4,20] maximum ratio combining
------ Rayleigh prediction
r, €[4,8]
& 10'3 1 L 1 I I
0 5 10 15 20 25 30

Antenna separation (xA)



—
o

Outage probability with 3dB margin

—
o
i

|
-

Street canyon channel

Less deterministic — but 2-ray guidelines apply to achieve

Including double reflection rays
maximum diversity gain
1x2 SIMO with vertical separation
| | | SIEL
\, = MRC
S Rayleigh SEL
L \ SR Rayleigh MRC |-
o\ N
\ __fff "4 h""*">---\_fc\ \\ /
A "\\ ________________ ;,{": ...................... SalN \,ﬁ____:_‘/_ -
*!I. \\\\ ’ 1 u'//‘/- -G \-T‘ : )
I5 1IO 1I5 2|0 25

Antenna separation (xA)

Outage probability with 3dB margin

-
QI

—_
[=)

1x2 SIMQ with horizontal separation

)
(=)
T

SEL
=— MRC
Rayleigh SEL
Rayleigh MRC |4

1 1 1 1
5 10 15 20 25
Antenna separation ()
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Outage probability with 3dB margin

-
o
W

Street canyon channel

* Including double reflection rays

* Less deterministic — but 2-ray guidelines apply to achieve

maximum diversity gain

Using diagonal spacing

increases diversity

1x2 SIMO with vertical separation

\ .
1 \\. """ Rayle!gh SEL
+ \ ---2 - Rayleigh MRC |

-~
<DI

T
SEL
=— MRC

5 10 15 20 25
Antenna separation (xA)

Outage probability

10 r

0 5 10 15 20 25

1x2 SIMO with diagonal separation

SEL
MRC
Rayleigh SEL
Rayleigh MRC |+

Antenna separation in vertical plane (xA)
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Frequency diversity

* Frequency diversity gain of bandwidth B

1 Jinax ,
G = [1HU P dr

f max  J min £
min

where

M
H(f)=) oy exp(j27r, f)
k=1

a, =1 (LOS)



Frequency diversity

M J inax
H(f) =Y exp(j277, f) G=—A—[|H(HP &
k=1

f max  J min fi

|H(f)['=H(N)-H(f)*

M M M
=Y loy P+ > 2oy | cosQr(t, — 1) f + Loy — L)
k=l k=l I=k+1

M M
>y 2l 'B [sin(Zfr(Tz ~T (/. +§>+4a, — Z0y) —sin27(z, ~ T, )(f. —§>+ Loy —Zay ﬂ



Frequency diversity

M M

4| o | [ : B}
G,=G.,+ cos(2n(t, — T +Zo, —Zo,))sm(2x(t, — T, )—
p= Ot 2, 2 o | SR (E — T f + L0y = Lay)sinQ(z ~ 7))

fc >>B’AL’Z':> E[GB]:Gsat

|: 8| o, |2

Ore —1 B sin” (27(z, —rk)lj)}
I Yk

EﬂGB —GWH: S E
(k,1)

pairs



<2n

Diversity gain

E|Gg]

7
:Gsat :1+E|:Z| ak |2:|

k=1

E| Gy =G P

E

Z 2|y 5

(k,1) pairs

sin(27(z;, —7,) Z;)

27(T, _Tk)l;

B\
sin(277 min(A7) 2)

27z min(AT) 129

2

sin(277 min(A7) B)

or =2

27z min(AT) 5

(dominant term)
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Diversity gain

* When B is small => all components add up
* When B is large => dominant term

VzZE“aka,\zJ B—0

V = 2sinc’ (min(A T)X B ) large B

= sinc’(min(A7)x B) is representative of frequency diversity gain reliability



Mean of frequency diversity gain

T S S

235|b]

o3l | T I | T I I | L i
0 100 200 300 400 500 600 700 800 900 1000

B (MHz)




Variance of frequency diversity gain

4.5 ‘
| | | variance
4 ******* 2 sinc(At,;, B) B
‘ ‘ @ At =1.35ns (derived from geometry)
IS envelope |

0 | | | | | | | | |
0 100 200 300 400 500 600 700 800 900 1000
B (MHz)



Frequency diversity

* Inthe lamp post to lamp post link with known geometry

_ 4

C

T.

1

(mW)? s b(h, +h.)’
2L 2L

d; =[I* +(mW)* +b(h, +h,)> =~ L+

(m reflections from walls and b reflections from ground (b=0,1))

* Minimum delay is between LOS and single reflection from
closest surface (near wall or ground)

* Guideline for diversity gain achieved from bandwidth B



Extending to SIMO

 Reminder: Frequency diversity gain:

1

J tnax
G = [1H P df
fmax ~ J min £

e Selection and Maximum Ratio Combining

Hg,, =max(H,,H,)

H ype :\/|H1 |2 +| H, |2

With high bandwidth, choice of displacement has no effect on
mean or expected MRC gain, but affects its statistical variation



Extending to SIMO

e 1x2 SIMO with maximum ratio combining
* Expected diversity gain is 2Gcq

* Variance of diversity gain Gqq

= 2G¢ o for uncorrelated responses

> 2G s for positive correlation
< 2Gg s, for negative correlation



(mean)

Good spacing — diagonal (7,7)A

5.5

4.5

2.5

2 | | | | | | | | |
0 200 400 600 800 1000 1200 1400 1600 1800 2000

SISO
— X
SIMO
772Zoci2

B (MHz)



(variance)
2
E[IG5-G 4]

Good spacing — diagonal (7,7)A

(7,7)) diagonal

10 -
SIMO variance
9‘ SISO variance
o X Bttt SISO var x 2
R
\
\
71N
\
\
\

\

\
\
\

Better than independent (SISO x 2)

TN R e e o

| | | | | | [ I I J
0 200 400 600 800 1000 1200 1400 1600 1800 2000
B (MHz)




(mean)

5.5

4.5

2.5

Bad spacing — vertical 15\

2 | | | | | | | | |
0 200 400 600 800 1000 1200 1400 1600 1800 2000

B (MHz)



(variance)

E[IG5-G, ]

16

14

12

10

(0]

Bad spacing — vertical

15) vertical

15A

SIMO variance
SISO variance

SISO var x 2

————— =————‘

0 | | | | ! i i
0 200 400 o600 800 1000 1200 1400

B (MHz)

1600 1800 2000

72



Take aways

Spatial diversity is different for sparse multipath

But it is not that interesting for the bandwidths of interest,
since frequency diversity will do the trick

Beamforming and spatial multiplexing are more interesting
issues than diversity



LoS MIMO, part 1

Fundamental limits
Array of subarrays
Location-dependent capacity
2010 Prototype

Collaborators
Dr. Colin Sheldon, Dr. Eric Torkildson,Dr. Munkyo Seo
Prof. Mark Rodwell

2016 Summer School, 1ISc Bangalore



How many degrees of freedom are available?

.

:
30 cm




The Geometry of LoS MIMO: Rayleigh

Vectors are orthogonal when N¢p = N ——

-9

O O

D

criterion

" Py . iy 2
h; = (1,63¢,632 ¢,...,63(N 1) é)T

hs — (6j<f>’ 1,67, ... ’6j(N—2)2¢)T

sin(IN ¢)

sin ¢

(h1,h2)| =

d?
T

\R

Example
R=10 m, A=5 mm, N=4
d =11 cm




Spatial degrees of freedom

D i
1 2 3 4 ] 6 7 8 9

n
N element Rayleigh spaced array gives N degrees of freedom.
But plenty of room for more antenna elements...can we do better?



Increasing antenna count with fixed form factor

What happens with a four-fold increase to N=32?

160

140+

120

100F

&= 80

60

40+

201

NI G G G A ? 9 .
0 2 4 8 10 12

Iy =

What happens as N gets very large?



The continuous linear array limit

L _‘,- m
i I N
___________________
n . e
0 — _

N Ly /2
_ 1 T 2 = ol LA
i = 3 Yoo (~i (ndr —mdn)?) an 9@ == [ e (=igHa—p)?) ala)ds

n=1

\ Y, N\
Y Y
- h(q,p)




Spatial prolate spheroidal waveforms

Directly analogous to classical prolate spheroidal analysis of bandlimited channel

T/2 gin27xW(t — s)
Mont) = [ S (s

/

an(q!)dq

Lz, LT/2 gin 27 2‘2‘:” (g —¢)
L lgnPan(e) = [ R\
AR —L71/2 m(q—¢q')

Strength of LoS MIMO modes given by scaled prolate spheroidal e-values

LrLp

|2
AR

~ 0 for n > (1+¢)

n



The optimality of Rayleigh spacing

0.1

—© ULA,N=8B
Continuous array

D6

0.14
Q Q 0 Q O 2 @ @
012

01

0.08r

0.06

0.04

0.021

Rayleigh spacing essentially optimal in terms of degrees of freedom
But additional elements provide beamforming gain



Array of subarrays architecture
ﬁ Ian2 @E

Rayleigh-spaced arrays: spatial multiplexing
Each array is a sub-wavelength spaced subarray: beamforming

Y1

Y3

Precoder
Spatial equalizer

Y




Is this robust to reflections and blockage?

—
P




Modeling the Indoor Environment

5m
?& TX
f X,y,1.5)
i fff{_ffff %Hq—“‘“—a-_q_q_h
o | T
S~ ,f g
— I
3 m TE—
RX ,
(2.5,0,1.5)
K
X
5m

Simulation parameters

* Plasterboard walls (¢, = 2.8, o = 0.221)
* Two 4x4 subarrays per node;

* d = 8 cm (optimized for R, = 2.5 m)



Performance benchmarks

Linear precoding
Waterfilling

1P 11
R N
KR\ AKX

[IT1

uH

£ B

N ¥

&5

Y Y
51— Beamsteer ﬁ QE ¥
d . .
o Transmit beamforming
Y Y N T . :
e:—| Beamsteer Y &, g Linear MMSE receiver
L
' @
. QD
=
-

Jwz
Sn——y Beamsteer




Capacity vs TX location (waterfilling)

Lo$ Blocked

2x2 MIMO array of subarrays, Rayleigh spaced for TX at center
Each subarray is a 4x4 square array
TX power per element is -10 dBm

o
o

(w4]

o o o N N
o o w
Capacity (bps/Hz)

()



A typical blockage scenario

I 1st eigenvector
I 2nd eigenvector

TX at center of room
First eigenmode uses wall, second eigenmode uses ceiling



Beamsteering/MMSE with LoS blockage

a5l
16.5 4 '
16
g
55
g
3
5
5§
2
w
x (m)
[0 Opposing walls W Both ceiling
B Left wall and ceiling @ Both left wall
X (m) @ Right wall and ceiling H Both right wall
Capacity as a function of TX location Optimal beams as a function of TX location

Acceptable performance even with LoS blockage with sufficient beam agility



Demonstrating LoS MIMO: 4x4 Prototype

Recovered MatLab
Signals o

NI channel 1 N U |
\ il Channel 11 _rr |

i RX1 DPSK
Pilot Tone 1 D 1 bemodulator }
Q1 Channel 1 Q |
\
Pilot Tone 2 \% 12 Channel 2| frr }
RX2 t DPSK |
Baseband 4 Demodulator \ |
NI Channel 2 Q2 Channel Channel 2 Q \

4-channe

1
1
T
1
1
1
1
1
Separati_on : BERT
1
]
[
1
1
1
1
[

[
PRBS / Electronics !
NI channel 3 RX3 13 (Analog) Channel 31 | DPSK g }
e - Demodulator I
Q3 Channel 3 Q ‘
Pilot Ton 3 }
Y 14 Channel 4| ‘
— DPSK nnr !
Pilot Tone 4 — Demodulator }
Q4 Channel 4 Q | \
_________________________

NI channel 4

* Embedded pilot tones used to identify channels at the
receiver

* Decouple receiver functions: channel separation and
data demodulation

* Channel separation network implemented with
baseband analog circuits



Transmitter Hardware Prototype

INr channel 1
N i
25kHz @—»@ (%) up-

30kHz®\ 37
Up-
X
NN channel 2 ,@_ =211 X2
4-channel
PRBS

R
FPGA J.I.rl.".r Channel 3 @_ x Up'

conv.[ 1y
35kHz @—/

Up- |
40kHz ®_>@_ X COnV-1 Tx4
V4
NN channel 4
S/G |14.25GHz

3GHz



Receiver Hardware Prototype

" .
D Y Down- o) Recovered Signals
RX1 Leonv. Demod. —e ch 111&
| | Q1 ¢ Channe Q
Down- Q PN >
RX2 LEonV- Demod. " Baseband ® > Channel 21& Q
| ® | ® Channel
Separation
13 Electronics ® >
cl?c?r‘:\\lln- ::l)gmod ® _ Channel31&Q
RX3 | | Q3
® .
14 >
Y Down- Q , Channel41&Q
. D d.
RX4 conlv en|10 Q4 Ivvwwvww

T—/— Control Loop

19.23GHz 2.31GHz 64 Control

Signals




Channel Separation Prototype

Recovered Signals

.............................................. .‘..» Channel 1
....................................... @ 1> 1& Q

1 —
Q k ................................ . ........... k- Channel 2
......................... @ g g 1&Q
12 —
k ................. .. ....................... ke Channel 3
.......... @ ff e 1&Q
@A
...' .................................... ke Channel 4
\@. »1&Q
I v y
\ 4

L A I DAC |
VGA Control Signals

* VGAs are implemented as 4 quadrant analog multipliers
using transistor array ICs

 Summation circuit consists of a resistor power combiner



Channel Identification and Control Loop

Recovered Signals

Q4 — z Laptop
o DAC

VGA Control Signals

Unique low frequency (25-40kHz) pilot tones added to each
transmitter signal

Control loop sets VGA control signals by maximizing desired pilot
tone power

Pilot tone signals from interfering transmitters are minimized



Indoor Radio Link Experiment

9.9 we

L Ry
%2

S eed

TanS eee




Time Domain Results

Before Channel Separation

After Channel Separation

Channel 1

Channel 3 Channel 4

Differential data demodulation performed offline in software



Frequency Domain Results

e
-80 | V\ Channels 2,3,4 M

w
o (suppressed) RBW: 300kHz
P -90 1 1 1 1
0 100 200 300 400 500
Frequency (MHz)
L
c -50 T T T T
e

T
¢ 50 T T T T
e
p-60 e ‘/Channel 2 i
S

-70 = _
r M
€ .80
w = Channels 1,3,4 -
o (suppressed) RBW: 300kHz
p-90 1 1 [l 1

0 100 200 300 400 500
Frequency (MHz)

T
¢ 50 T T T T
:-60 o~ Channel 4 i
S

-70 = -
r
:;80 - Channels 1,2,4 3 3-80 - K _Channels 1,23
o % Esuppresseld) | RBWI: 300kHz o (suppressed) RBW: 300kHz
P‘ P_go [ ] [l [ 1 [l
0 100 200 300 400 500 0 100 200 300 400 500
Frequency (MHz) Frequency (MHz)
Recovered BER Signal-to-Interference
Channel Ratio (dB)

1 <10° 15

2 <10 12

3 1.2x10° 10

4 <10° 14




Summary (from ~5 years ago)

Information-theoretic analysis points to array of subarrays
architecture

Performance varies with TX location, but high spectral
efficiencies despite LoS blockage
Successful brassboarding verifies LOS MIMO geometry

— Potentially applies to both indoor and outdoor systems
Many interesting design challenges different from
conventional MIMO

— MIMO Processing for multiGigabit systems: natural hierarchy
— Robustness to range mismatch

— MultiGigabit baseband signal processing

— Diversity/multiplexing tradeoffs for a new class of channels



Distributed LoS MIMO

Motivated by DARPA 100G program



Sidestepping the Rayleigh limit for LoS spatial multiplexing:
a distributed architecture for long-range wireless fiber

Andrew lIrish, Francois Quitin, Upamanyu Madhow and Mark Rodwell
University of California, Santa Barbara

F—

o,

=1 . on \Ivul
mmm[,mm £\
g ?

b KOT 2
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How to get 100 Gbps wireless over 50 km?

Must throw everything we know at it

Bandwidth =2 mm wave band or higher
k Power =» not THz or optics

Directivity = m ave band or higher

Polarimetric multiplexing =2 no conceptual
hurdles, modulo hardware/signal
processing design

Focus
today



LoS spatial muxing: a primer

Torklidson, Madhow, Rodwell, IEEE Trans. Wireless Comm., Dec 2011



The continuous Shannon limit

b em .
/‘_/./ p
° @ N_’m /'/
_—m /,//
ne " q

- h(q,p)

T/2 gin 27W (t — s)
Mon(t) = [ S (s

Spatial prolate spheroidal waveforms

Ozn(q’)dq’

L%r! 9 LT/2 gin 9 2&’* (g—q")
L lgnlan(a) = [ ,
AR —L7/2 m(q—q')

LTLR 1 Spatial “bandwidth” determined
2R ( + E) by form factor

2 ~ 0 for n >

In



The discrete Rayleigh limit

(b~ D hy = (1,€7,e77¢, .. dW)T
o : hy = (e7%,1,e7%,...,ed(N=2)°$)T
: ! in(N¢)
sin
j = hi,hs)| =
D = |
nd?
Vectors are orthogonal when N¢ = N 7 =T
Example Perfect for
AR ’ short-range
= N R=10m, A=5mm, N=4 indoor 60 GHz
d=11cm comms
AR
Generalizes to different spacing at TX and RX d.d, = N

Achieves the spatial degrees of freedom promised by continuous Shannon limit



Array of subarrays architecture

Discrete array suffices to attain Shannon limit on degrees of freedom
Each element in the array can be a subarray providing beamforming gain

=» Array of subarrays architecture providing spatial multiplexing +
beamforming

@,
51—3? A *Yg  — Y
PRl dr | 8
= SS | = AR
YY|v "y | 3 dydy =—
S2—17Y Yy g — N
— ~ | 5
Y Y :%
SN g‘? Y'g — YNt

Nr sub-arrays Ng sub-arrays



Back to 100 Gbps long-range link



We have a problem

Example
75 GHz carrier frequency, 50 km range
Two-fold spatial multiplexing

! d.d, =100 m’
I



A dealbreaker?

Example
75 GHz carrier frequency, 50 km range
Two-fold spatial multiplexing

d.d, =100 m’

Subarrays 1 m apart on aircraft
=>» Subarrays 100 m apart on the ground!

This picture does not work!



Distributed MIMO to the rescue

Synthesize full rank channel by spreading the receiver out

|
|
|
* | ‘|..
I |~50km _
| | S
| [
I |
|~50km |
| ! ,
| f o T T T T T T = Y
| i \ T
| = S'd &
| N
~ i P
I —— — "n. i - -
v " L A
4 #  /-100m
@ ’



Anatomy of full rank DMIMO

Very narrow beam /
covers all relays /

Moderately TNy

narrow beam
between each
relay and receiver

|
|
|
|
|~50km
|
|
|
|
|

— —_—
-_— —_—

éééé

.—-__..___-_._

| H, full-rank thanks

to spatial spread
of relays

H, diagonal =

 full-rank

Composite

channel full-rank



Many design questions...

Level 1
How many relays?
How spread out?

Statistical rather than deterministic
characterization

Level 2
How to attain the link budget?
How to design relaying hardware?
Level 3

Signal processing architectures and
algorithms

— ——

p e

— —

—



Level 1
Getting enough spatial degrees of freedom



Modeling relay geometry

TX1 TX2
® O Model for response of transmitters at relays
0 14 6 1014 \T
h1 — (eJ 11,6] 12,€J 13,6] 14)
6 6 0 10,0 \T
h2 — (eJ 21,€] 22,6] zs)eJ 24)
0, iid., Unif[0,27]
(for “large enough” dispersal area)
® e o o Randomly dispersed relays




Zero-forcing performance

SNR degradation relative to spatial matched filter
2
I=[p]

_ (hh)
[[hy [[|h, ]

Normalized cross-correlation

0

1 N, | =>» apply CLT for moderately large number (4,6) of relays
— —Zef(‘glk_ez’f) (and exact analysis for 2 relays)
N,, k=1 =>for “large” number of relays, |p|? exponential with mean 1/N,



2 streams, 2-6 relays spread over 200 m

Sim. fF 2x2
09¢ ===235im. MF 2x1
""""" Theo. ZF 2=2
Sim. fF 42
= = =3Sim. MF 4x1
OFk Theo. ZF 4=2
Sim. fF Gx2
0EkF Sim. MF G
Theo. £F =2

08

cof

04

0.4

——— O = ——
L |

03

02F

0.1k

| B o e . e—— —

20

m

Yo 5 ; 5
SR {dB)
Noise enhancement from ZF demuxing not too bad for 4-6 relays

Performance with 2 relays is too variable
Analytical approximation closely matches simulations



The effect of relay spread on channel rank

Spreading the relays over twice the Rayleigh limit achieves best rank

man 100 m
i, ma =200m ||
i,max =300 m

I
35 40

Condition number (dB)



The effect of relay number on channel rank

Increasing the number of relays/Rx improves the matrix rank




Level 2
Getting enough power



50 km is difficult to achieve

Even with optimistic propagation assumptions...

,"‘\\ P2t N ,“\\ ,"‘\\ ,,"\\
P. =P, HGyHG — PL— AL~ L}
\~(, \7_, \~r, \~r, \~r¢
N ¥ v 7 v
_ 52 dBi 164dB  25dB 10dB
For 8.9 dB receive SNR (sufficient for high-rate coded QPSK):

TX power of 34 dBm even with 52 dBi beamformers on each side

How are we going to get 1-2 Watts of transmit power in E-band?
How are we going to get 52 dB of beamforming gain?



But not impossible...

o= -

'/"~\ '/"\\ /"\\ Re \ I/"\\

P. =P, HGy+HG— PLi—AL AL
~v\/ 7_/ ~rl ~rl ~rl
4 kK v v v

52 dBi 164dB 25dB 10dB

Where are we going to get 1-2 Watts of transmit power in E-band?
How are we going to get 52 dB of beamforming gain?

Possible approaches:

1) Mechanically steerabl

Much cooler!



Level 3
We're finally ready to talk about transceiver design...



Transmitter

Array of 1000-element subarrays
Subarrays provide beamforming gain
N, data streams, one on each subarray

N, sub-arrays

prer J 1
¢ P oY
S1 , ﬁ? Y/
’ /< Ff

32x32 arrays

SNt

0.5 degree beam at 50 km covers 400 m = can cover all relays with one beam
We know how to do RF beamforming with 1000-element arrays (ITA 2012)



Relay

1000-element sky-facing subarray: receive beamforming over long link
Smaller subarray: transmit beamforming over short link to receiver

Yo

Y U
Y

Y Y

4x4 array

32x32 array



Receiver

N, subarrays, one for each relay

Receive beamforming from subarray to relay creates diagonal
relay-RX channel

N, sub-arrays

Yy, "L ) A
YV IS 58 ‘
SivAaIA SN 2 :
TS\ A2 e A
AP (A2 I
AV

-
4x4 arrays



Wrapping up



The good news

* Long-range wireless fiber” is more attainable
that we think
— 5 GHz x dual polarization x 4-fold spatial
multiplexing x 2.5 bps/Hz = 100 Gbps
* Distributed architecture can get around form
factor constraints to provide spatial muxing



Many challenges remain

Building very large subarrays

— 1000-element arrays to get desired directivity and
reasonable power per element

Relay design
— FDD first, then full duplex?

High spectral efficiency at high bandwidths =»
high dynamic range required

— How best to handle the ADC bottleneck?
Adaptive signal processing at multiple layers
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How to do long-range “wireless fiber”?
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How to do long-range “wireless fiber”?

@ 10 — 50 km range

k @ 10 — 100 Gbps
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How to do long-range “wireless fiber”?

@ 10 — 50 km range

k @ 10 — 100 Gbps

Millimeter-wave carrier frequencies

~50km @ 5 GHZ + bandW|dth
@ Directivity
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How to do long-range “wireless fiber”?

@ 10 — 50 km range

k @ 10 — 100 Gbps

|
| Millimeter-wave carrier frequencies
|
I~50km @ 5 GHz 4 bandwidth

@ Directivity
@ But...

|
:
|
@ @ Can we overcome the huge
pathloss?
@ Can we use spatial multiplexing
(MIMO)?
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Is 50 km too far?

TA. Irish et al. “Sidestepping the Rayleigh limit for LoS spatial multiplexing: A distributed architecture for long-range wireless
fiber”. In: 2013 Information Theory and Application Workshop (ITA). 2013.
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Is 50 km too far?

@ Examined link budget for ~ 10 Gbps SISO link at f, = 73.5 GHz
with BW = 5 GHz'

Pr= Py +Gr+Gg — PL — AL — L
34dBm 52dBi(each) 164dB 25dB 10dB

= SNR = 8.9 dB: supports rate 13/16 QPSK

rish et al., “Sidestepping the Rayleigh limit for LoS spatial multiplexing: A distributed architecture for long-range wireless
fiber”.
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Is 50 km too far?

@ Examined link budget for ~ 10 Gbps SISO link at f, = 73.5 GHz
with BW = 5 GHz'

Pr= Py +Gr+Gg — PL — AL — L
34dBm 52dBi(each) 164dB 25dB 10dB

= SNR = 8.9 dB: supports rate 13/16 QPSK

@ So... we need 34 dBm Tx power and 52 dB gain at Tx and Rx. Is
this possible??

rish et al., “Sidestepping the Rayleigh limit for LoS spatial multiplexing: A distributed architecture for long-range wireless
fiber”.
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Is 50 km too far?

@ Examined link budget for ~ 10 Gbps SISO link at f, = 73.5 GHz
with BW = 5 GHz'

Pr= Py +Gr+Gg — PL — AL — L
34dBm 52dBi(each) 164dB 25dB 10dB

= SNR = 8.9 dB: supports rate 13/16 QPSK
@ So... we need 34 dBm Tx power and 52 dB gain at Tx and Rx. Is

this possible??
: E y
S —y,
¢

32 x 32 arrays
12 dBm elements

Possible in silicon!

rish et al., “Sidestepping the Rayleigh limit for LoS spatial multiplexing: A distributed architecture for long-range wireless
fiber”.
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OK, how about mm-wave MIMQO?
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OK, how about mm-wave MIMQO?

@ Traditional MIMO

» Lower carrier frequencies (cellular/Wi-Fi at ~ 1 — 5 GHz carrier)
» Rich scattering environment = Full-rank MIMO channels
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@ mm-wave MIMO

» Propagation mainly line-of-sight (LOS): sparse/weak multipath
» LOS MIMO channels tend to be rank-deficient
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OK, how about mm-wave MIMQO?

@ Traditional MIMO

» Lower carrier frequencies (cellular/Wi-Fi at ~ 1 — 5 GHz carrier)
» Rich scattering environment = Full-rank MIMO channels

@ mm-wave MIMO

» Propagation mainly line-of-sight (LOS): sparse/weak multipath
» LOS MIMO channels tend to be rank-deficient

As system designers, how do we deal with this?
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Some background on LOS MIMO

10.1109/TWC.2011.092911.101843.

UCSB

2E, Torkildson, U. Madhow, and M. Rodwell. “Indoor Millimeter Wave MIMO: Feasibility and Performance”.
Communications, IEEE Transactions on 10.12 (2011), pp. 4150 —4160. 1SSN: 1536-1276. DOI:
A.T. Irish, F. Quitin, U. Madhow, M. Rodwell

O
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Some background on LOS MIMO

@ Rayleigh criterion? relates achievable DOF to array lengths

2Torkildson, Madhow, and Rodwell, “Indoor Millimeter Wave MIMO: Feasibility and Performance”.

A.T. Irish, F. Quitin, U. Madhow, M. Rodwell UCSB DOF in long-range mm-wave MIMO channels Asilomar 2013 6 /22




Some background on LOS MIMO

@ Rayleigh criterion? relates achievable DOF to array lengths

1 ik
Y Y

O

L+LA
R\

Linear arrays: DOF =~

2Torkildson, Madhow, and Rodwell, “Indoor Millimeter Wave MIMO: Feasibility and Performance”.
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Some background on LOS MIMO

@ Rayleigh criterion? relates achievable DOF to array lengths

e i
Y Y ‘
Ly ) : Rx | Lp
| A—
Linear arrays: DOF ~ Lrlm |

R

@ Easily generalizes to square arrays of side lengths Ly, Lg.

_(LrLr\?
por = (12t2)’ 1

2Torkildson, Madhow, and Rodwell, “Indoor Millimeter Wave MIMO: Feasibility and Performance”.
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Arrays of sub-arrays
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Arrays of sub-arrays

@ Rayleigh criterion — physical
array size: layout up to designer
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Arrays of sub-arrays

@ Rayleigh criterion — physical
array size: layout up to designer

@ What architecture do we choose?
2 requirements
@ Beamforming
@ Spatial muxing
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Arrays of sub-arrays

@ Rayleigh criterion — physical
array size: layout up to designer

al W)
@ What architecture do we choose? ", s
2 requirements SZ_Y/i‘E' %é’\?_ EY I
@ Beamforming = ~ fé
@ Spatial muxing ) o | @
@ array of sub-arrays architecture: tN_Z/?my NY}TY "

» sub-arrays provide beamforming

gain Ly = (Ny —1)dr, Lg=(Ng—1)dg
» arrays of sub-arrays provide
spatial muxing
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Now back to our scenario
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Now back to our scenario

Im
+ 2Tx
| (2 DOF)

50km

I
|
I
I
| 73.5 GHz
I
|
|
I
|

i 200 m

&

Problem: Rayleigh criterion
= receive array is 200 m long
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Now back to our scenario

A o2m PR
| (2 DOF) .. :
| z |
| £ :~50km
I |
| 50km |
| 73.5 GHz | \
| ;g
| "/ - v T~
I I4
| 60 'd &)
| ~ ~ o, I"‘. l_.' - '-_ - -
200 m vt A
= W Py /fmm
& wh
Problem: Rayleigh criterion Solution: Introduce amplify and
= receive array is 200 m long forward relays
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How does the relay-based approach work?

\

I

\

I

[~50km

I

I %

i ‘ ‘l'~.
‘

‘ N
ST I T T T T T -
EK )
= !
N Y 4
~_ 'y ; s
RN

L 4 /-100m
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How does the relay-based approach work?

@ AF relays = virtual Rx array
» Random placement — Scalable

I h
\
/ \
/ I Y
£ |~50km %,
\
I Ay
i ‘ ‘l'~.

S T T T T = -5
i RN
=) \
(S |
N Y 4
~ao Y i -

B vl A
e B Ve /
Yoo’ 7 ~100m

UCSB
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How does the relay-based approach work?

@ AF relays = virtual Rx array
% » Random placement — Scalable

! @ Actual Rx array?
Lm » Beamsteering “diagonalizes” short link
| | » ZF spatial equalization — low system
...-""f,,f---ﬁ _____ % complexity
c{/ /éa éa vé é\ i)
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How does the relay-based approach work?

@ AF relays = virtual Rx array
% » Random placement — Scalable

@ Actual Rx array?

~s0km » Beamsteering “diagonalizes” short link
" » ZF spatial equalization — low system
complexity

é @ P, @ Abstraction: ignore short link!

» System performance depends on
» long-link channel H
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Table of Contents

9 System Analysis and Simulations
@ Conditions on the relay deployment region
@ Characterizing system performance
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How large of an area do we need for the relays?
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How large of an area do we need for the relays?

Lt
k 1
TXs 4 . 89 @
‘I"‘.dT‘
I
"‘-‘,‘ \
\
pmkl"‘l‘ ‘pml
I"‘,‘ |
I"‘,‘ ‘
"I‘I‘|
[ [ ] - & - [ )
m
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dR,max
x=0
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i
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How large of an area do we need for the relays?

Want zero inter-TX correlation

Lt
k1
TXs ® . o0 @
‘I"‘IdT‘
I
L
Vo
‘pmkl"‘: ‘pml
I"‘I‘ |
"I‘I‘ ‘
"I‘I‘l
[ [ ] - & [ )
m
S
dR,max
x=0
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How large of an area do we need for the relays?

Want zero inter-TX correlation

Since pmk > xm we get

Ng—1
k 1 s _
TXs . ... ,4(1—: _— <hkh/> X Z el Y (pmk pm/)
"1‘. | m=0
[N
I""‘.‘ | NR 1
pmk:ﬂ‘l‘l‘ lpml Z e/ (/ k dem
"‘:,L\
[] [ ] “ °
m
o
] dR,max o
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How large of an area do we need for the relays?

Want zero inter-TX correlation

Since pmk > xm we get

Ly
—T Np—1
TXs ... l;d—?-; - e <hkh/> X Z eizTﬂ(pmk_pm/)
| m=0
‘I‘I"‘I‘ | NR 1
Pmi| lp”“ Z o 25 (1—K)dr Xm
M Uniform phases yield 0 corr, so:
‘ B dR,nax o

AR AR
Xm ™ ”( 21— K)dr” 2(/—k)dr)
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How large of an area do we need for the relays?
(cont.)

@ Required region is largest when | — k = 1. Result (1D):

AR AR :
Xm ~ U (_E’ E) = on avg. spatial responses uncorrelated
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How large of an area do we need for the relays?
(cont.)

@ Required region is largest when | — k = 1. Result (1D):

AR AR :
Xm ~ U (_E’ E) = on avg. spatial responses uncorrelated

@ Generalization to 2D?
» Assume alignment of relay region with array

Theorem

Consider a regular square Tx array with minimum inter-element
spacing of dr. If relays are placed uniformly in a square of side %
then spatial responses are uncorrelated on average.
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Verified using Monte Carlo simulations

4x16

[ ] ./s\
e o,/ 1m
+—r

1m

f. = 73.5 GHz

= “best” dp max = 37 =200 m

A.T. Irish, F. Quitin, U. Madhow, M. Rodwell UCSB DOF in long-range mm-wave MIMO channels



Verified using Monte Carlo simulations

4x16

* o
e o,/ 1m
+—>r

1m
16 x 4
1 ‘ ‘ e
Sim. ZF, ¢, =100m m
0.9 _ ma 31
50 km - - -Sim.ZF, q, ., =150m i
08| = . Sim. ZF, =200m !
f. = 73.5 GHz ™2 o
° 1 0.7k Sim. ZF, q=l,max=250 m 'Ei'
* . / - = =Sim. MF !
0.6 -0l
. . w 1:11
™ Q 0.5 =y
o [
. . N
] 0.4f 'l
. R
. . . 0al 1:1
' [
‘ d 02 dil
R,max PEE
0.1 7:70 !
[\;‘ " 1
0 f“’.‘o" ]
0 5 10 15 20 25

SNR (dB)

= “best” dp max = 37 =200 m

DOF in long-range mm-wave MIMO channels | AGle)ggElF2l0k ket 5l

A.T. Irish, F. Quitin, U. Madhow, M. Rodwell UCSB



Verified using Monte Carlo simulations

4xX16
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Sim. ZF, ¢, =100m m
0.9t max 1
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= “best” dp max = 37 =200 m

@ Validates predicted best dr max = 200 m
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OK, how then to predict system performance?
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OK, how then to predict system performance?
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H full rank
— due to

relay

spread

Diagonal due
L to beam-
steering

UCSB
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OK, how then to predict system performance?

@ Relay spread “large enough” = H
k ) well-modeled as finite dimensional
2% .i.d. random phasor matrix
i .
[H]ix ~ €%k, 0; i.id. uniform
i relay
| \ spread
=
(P& -
S~2a _"-.___f:__',-:’."——"' Diagonal due
) \'1 y"'}/ /:1/(:)m L to be_am—
@ ;/ steering
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OK, how then to predict system performance?

H full rank
— due to

relay

spread

@ Relay spread “large enough” = H
well-modeled as finite dimensional
I.i.d. random phasor matrix

[H]ix ~ €%, 6 iid. uniform

@ Most methods of random matrix

nisgonal due - @NAlYSis for Gaussian / binary /

L to beam-
steering

UCSB

asymptotic cases
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OK, how then to predict system performance?

@ Relay spread “large enough” = H
well-modeled as finite dimensional

J

) I.i.d. random phasor matrix
i .
[H]ix =~ €%k, 0, i.i.d. uniform
, i relay
I spread
/- & ) *é S @ Most methods of random matrix
RN i‘-.,__;’_f-zl;" viagonaldue  @Nalysis for Gaussian / binary /
RN T SV | to beam- .
‘@* wemg  @symptotic cases

@ Question: How do system dimensions Ny (relays) and Nt (TX)
relate to ZF noise enhancement?
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OK, how then to predict system performance?

@ Relay spread “large enough” = H
well-modeled as finite dimensional

%

) I.i.d. random phasor matrix
i .
Hflank [H]ix =~ €%k, 0, i.i.d. uniform
: relay
| ' spread
! /’ 'F-_--Ir-_-“- I .
/- & ) *é S @ Most methods of random matrix
RN Y oiagonalave  @NAIlYSis for Gaussian / binary /
RN T SV | to beam- .
‘@’ wemg  @symptotic cases

@ Question: How do system dimensions Ny (relays) and Nt (TX)
relate to ZF noise enhancement?
@ Answers:

» Approach # 1: bound the ZF SNR loss
» Approach # 2: approximate ZF SNR loss
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Chebyshev bound on ZF SNR loss

Theorem

Let pj = = (hy,h;) and X = ,-Niz pif2. For0 < & < Ma=girtl the
ZF gain A € [0, 1] is upper-bounded as follows

C (X; k)
(et =)

where C (X, k) is the kth central moment of X, computed analytically.

Pr[A <] <

Slrish et al., “Sidestepping the Rayleigh limit for LoS spatial multiplexing: A distributed architecture for long-range wireless
fiber”.
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Chebyshev bound on ZF SNR loss

Theorem

Let pj = = (hy,h;) and X = i’vi; pif2. For0 < & < Ma=girtl the
ZF gain A € [0, 1] is upper-bounded as follows

C (X; k)
(et =)

where C (X, k) is the kth central moment of X, computed analytically.

Pr[A <] <

@ Note: For the 2 x 2 system, an exact form is known?®

Pr[A < 6] = 2arccos v1 —§

Slrish et al., “Sidestepping the Rayleigh limit for LoS spatial multiplexing: A distributed architecture for long-range wireless
fiber”.
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How to get at the Chebyshev bound?

@ Key steps:
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How to get at the Chebyshev bound?

@ Key steps:
» WLOG, focus on ZF SNR gain A of stream 1 (i.i.d. entries of H)
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How to get at the Chebyshev bound?

@ Key steps:
» WLOG, focus on ZF SNR gain A of stream 1 (i.i.d. entries of H)

» Worst case ZF: all interfering streams h; are orthogonal
N+ ,
= A>1-3|pi?,  pi= g (hyhy) = 7 S pF, el
=2
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How to get at the Chebyshev bound?

@ Key steps:
» WLOG, focus on ZF SNR gain A of stream 1 (i.i.d. entries of H)

» Worst case ZF: all interfering streams h; are orthogonal
N+ ,
= A>1-3|pi?,  pi= g (hyhy) = 7 S pF, el
=2

» Analyze random phasor walk — Raw moments of |p;|?

*  Combinatorics problem: solved using theory of “Uniform block permutations”
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How to get at the Chebyshev bound?

@ Key steps:
» WLOG, focus on ZF SNR gain A of stream 1 (i.i.d. entries of H)

» Worst case ZF: all interfering streams h; are orthogonal

Nt

N T

=>AZ1—_ZZ\P/'\2> pi = gz (hihy) = g 30,0, /%
|—=

» Analyze random phasor walk — Raw moments of |p;|?

*  Combinatorics problem: solved using theory of “Uniform block permutations”

Nt
» Apply bi/multinomial theorems — Central moments of X = 22 pil?
|=
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How to get at the Chebyshev bound?

@ Key steps:

» WLOG, focus on ZF SNR gain A of stream 1 (i.i.d. entries of H)
» Worst case ZF: all interfering streams h; are orthogonal
Nt
Na 0.
= A >1 —I_:Zz\p,-\z, pi =y (hi,hy) = g 308, €%
» Analyze random phasor walk — Raw moments of |p;|?
*  Combinatorics problem: solved using theory of “Uniform block permutations”
Nt
> Apply bi/multinomial theorems — Central moments of X = > |p;|?
=2
» Apply Markov inequality on (X — E(X))k — Chebyshev bound on

1-A
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Beta approximation to ZF SNR loss

Theorem

For Ngr > Nt > 2, the ZF gain A € [0, 1] approximately follows a beta
distribution:

ANBeta(NR—NT+1,NT—1)

4Irish et al., “Sidestepping the Rayleigh limit for LoS spatial multiplexing: A distributed architecture for long-range wireless
fiber”.
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Beta approximation to ZF SNR loss

Theorem

For Ngr > Nt > 2, the ZF gain A € [0, 1] approximately follows a beta
distribution:

ANBeta(NR—NT+1,NT—1)

@ Note: For Ny = 2, a tighter approximation is known*
A =1 —|p|* where |p|* ~ Exp (Ng)

4Irish et al., “Sidestepping the Rayleigh limit for LoS spatial multiplexing: A distributed architecture for long-range wireless
fiber”.
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How to get at the Beta approximation?

@ Key steps:
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How to get at the Beta approximation?

@ Key steps:

» WLOG, focus on ZF gain A of stream1: H= | hy | H_4
v v
Ngx1 NgxNy—1
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How to get at the Beta approximation?

@ Key steps:

» WLOG, focus on ZF gain A of stream1: H= | hy | H_4
v v
Ngx1 NgxNy—1

» Apply CLT on N7

1 H 2
npH-HL =+ /5= W

GUE Wigner Matrix
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How to get at the Beta approximation?

@ Key steps:

» WLOG, focus on ZF gain A of stream1: H= | hy | H_4
~— =~
Ngx1 NgxNy—1
» Apply CLT on N7

1 H 2
npH-HL =+ /5= W

GUE Wigner Matrix

= Interf. subspace is randomly oriented w.r.t. h;
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How to get at the Beta approximation?

@ Key steps:

» WLOG, focus on ZF gain A of stream1: H= | hy | H_4
~— =~
NRX1 NHXNT—1
» Apply CLT on Ny
H H =1+ /52 W
GUE Wigner Matrix
= Interf. subspace is randomly oriented w.r.t. h;
» Flip view: hy is randomly oriented w.r.t. fixed interf. subspace
=- Entries of hy can be thought as i.i.d. circular Gaussian RVs
=- Signal/interf. energy are independent Chi-squared RVs

A = 5. — ZF SNR gain is a Beta RV

Ps+P,
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Comparison with MC Simulations: Beta approx. on ZF
SNR loss
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Comparison with MC Simulations: Beta approx. on ZF
SNR loss

2 4x4 8x4
1 1
® ®
Y1m Sim. ZF '
1m + = = =Sim. MF 1
TR | Theo. ZF 1 W
1
g 05 '8 0.5
1
1
50 km 0 . o
-40 -20 0 20 0 5 10 15 20
fc = 73.5GHz SNR (dB) SNR (dB)
2 16x4 32x4
o ° / 1 1
1 1
. hd 1 1
* 200 m w 1 w 1
[} [ 8 0.5 1 8 0.5 -1
° b 1 -
1 1
L4 * 1 1
“«— 0 1 0 SO |
200 12 14 16 18 20 22 20 21 22 23 24 25
m SNR (dB) SNR (dB)
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Comparison with MC Simulations: Beta approx. on ZF

SNR loss

e o/ 1m
I1m ¢
50 km
fe=73.5GHz

200m

4x4
1
Sim. ZF '
= = = Sim. MF - 1
wo e Theo. ZF 1
Q 05 1
1
1
1
0 1
-40 -20 0
SNR (dB)
16x4
1
1
1
w 1
8 0.5 :
1
1
1

0
12 14 16 18 20
SNR (dB)

22

8x4

0 5 10 15 20
SNR (dB)
32x4

o /
20 21 22 23 24 25
SNR (dB)

@ ZF SNR improved by increasing the number of relays
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Comparison with MC Simulations: Beta approx. on ZF
SNR loss

® 0 4x4 ; 8x4
1
® ®
«— Im Sim. ZF 1
1m + = = =Sim. MF [
wo e Theo. ZF I w
a 1 o
0.5 18 05
1
1
50 km o . . .
-40 -20 0 20 0 5 10 15 20
fe =73.5GHz SNR (dB) SNR (dB)
4 16x4 32x4
. L] 1 1
o
. b 1
. w w I
=] [m] N
L] ° [ ] o 0.5 g 05 [ :
hd 1
[ ] . 1
; o o a
200 12 14 16 18 20 22 20 21 22 23 24 25
m SNR (dB) SNR (dB)

@ ZF SNR improved by increasing the number of relays

@ Theoretical (Beta) approx.

» Slightly off for the 4 x 4 system
» For > 8 relays is within 2 dB of the simulations.
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Comparison with MC Simulations: Chebyshev bound
on ZF SNR loss

o o«
e o,/ 1m
1m +*
50 km
fe =735GHz
[ ] [] .
° ®
[ ]
[ ] [ ]
. +
[ ] . .
- 200 m
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Comparison with MC Simulations: Chebyshev bound

on ZF SNR loss

L ] o A
o o/ 1m
I1m ¢
50 km
fe=735GHz
R o [} “s“
. *
. / 200m
[ ] [ ]
[ ]
[ . . .
o 200m
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Comparison with MC Simulations: Chebyshev bound
on ZF SNR loss

[ ] 0”,4 4x4 8x4
tedim 1 —
P Sim. ZF ' ;

= = =Sim. MF ! i
V|5 o i
1| © 1
! 1
50 km ! i
0 20 OO 5 10 15 20
fe =73.5GHz SNR (dB) SNR (dB)
4 16x4 32x4
. ™ 1 1 ]
1
. o :
) & o 5 05 :
L] 5 . 1
R . o o 1
° 1
. * '
1

0 0
12 14 16 18 20 22 20 21 22 23 24 25
200m SNR (dB) SNR (dB)

@ 5 % Chebyshev bound is tight: optimized over 2 < k < 30
» {3.81,0.43,0.15} dB gap for Ng € {8,16,32}
» For 4 x 4 system no feasible 5 % Chebyshev bound found
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Summary

@ Presented an architecture for achieving DOF using long-range
mm-wave wireless links

@ Full-rank channel is synthesized using randomly dispersed AF
relays
@ Provided rules of thumb for relay deployment

@ Presented bound/approximation on ZF noise enhancement,
depend on Ng, Nt only
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Summary

@ Presented an architecture for achieving DOF using long-range
mm-wave wireless links

@ Full-rank channel is synthesized using randomly dispersed AF
relays

@ Provided rules of thumb for relay deployment

@ Presented bound/approximation on ZF noise enhancement,
depend on Ng, Nt only

» Very close to Monte-Carlo simulations as the number of relays
increases
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Summary

@ Presented an architecture for achieving DOF using long-range
mm-wave wireless links

@ Full-rank channel is synthesized using randomly dispersed AF
relays

@ Provided rules of thumb for relay deployment

@ Presented bound/approximation on ZF noise enhancement,
depend on Ng, Nt only

» Very close to Monte-Carlo simulations as the number of relays
increases

» For 4 Tx, need > 8 relays to achieve reasonable outage probability;
excellent performance with 16 relays
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INTRODUCTION



LoS MIMO: Spatial Multiplexing

Spatial Multiplexing over pure Line-of-Sight channel at mm-wave

Degrees of freedom of a 2-dimensional LoS MIMO channel

e
LTI L L BT EEE
* Leads to an array of sub-arrays ane o E
i It eaa
. . : u ..: ; ...
v’ Sub-arrays provide beamforming T “.-l T
gain R EH a'w
v' Array of sub-arrays provides spatial Eii e N -::
multiplexing gain ~ _,‘_'__'['_= EE: =..
=N N
—

E. Torkildson, U. Madhow, M. Rodwell, "Indoor Millimeter Wave MIMO: Feasibility and Performance, " IEEE Transactions on

Wireless Communications, vol. 10, no. 12, pp. 4150-4160, December 2011.




HW Complexity

[

PA Complexity T

b

MIMO
Precoder

e

High fan in/ fan out
Networks Running at high

speeds
Conventional
Trade-off

b
i

MIMO
Combiner

ADC

ADC Complexity T



ADC Bottleneck at High Rates

4 x 4 MIMO p
Frequency: 130 GHz R =100 m =
Data rate : 20 Gbps/real dim @
Overall data rate: 160 Gbps
@

q + ADC —>
=
_Q
—q

Large dynamic range — higher resolution l:> hard to realizel
High data rate — higher sampling rate '




Misaligned Array

R+el
>
Aarg14.5cm Az=F1.5cm
\:
Misaligned Arrays ...
Need to
TX

@ R+e2

f=130GHz — A=c¢/f=23mm T = 50psec
One Symbol: .
B=20GHz — T =1/B =50 psec spatial length = 1.5cm



Reflectors

« Using reflectors for sidestepping LoS blockage

Reflector

[E ___________________________ 7

— More difficult to align the arrays




Range Deviation is Less Degrading!

Range deviation does not introduce memory in the channel.

Non-unitary
Channel matrix —
Memory-less

0 Nominal Range =100 m
10 F T T T T T T T T T

Symbol Error Rate
>

ISI Free QPSK

1074 3

8 10 12 14 16 18 20
SISO SNR [dB]

E. Torkildson, C. Sheldon, U. Madhow, M. Rodwell, “Nonuniform Array Design for Robust Millimeter-Wave MIMO Links,” in Proc. IEEE Global
Communications Conference 2009 (Globecom), Honolulu, Hawaii, November 2009.
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Ideal Channel (aligned)

DN >~ o

: range [m]

. inter-element spacing [m]
. carrier frequency [Hz|

. carrier wavelength [m]

: symbol duration [sec]
: bandwidth [Hz]

] it 20 e 1

I B T I op g2 |
H= 20 el 1 eI? 19~ TE
cid i20 i 1 L-—-—--

E. Torkildson, B. Ananthasubramaniam, U. Madhow and M. Rodwell, Millimeter-wave MIMO: Wireless Links at Optical Speeds
(Invited Paper) Proc. of 44th Allerton Conference on Communication, Control and Computing, Monticello, Illinois, Sept 2006.




Rayleigh Criterion

Condition for columns of H to be orthogonal

¢:kg wherek€{1,3,5a---}

27 d? 7 2>
% - k‘— p— ¢ o o
) NGY: 5 = |R o where k£ € {1,3,5,...}
Therefore, d i, = R;\

-3
if R=100m — d;, = \/100 & 2'5 <1077 3dem




Frequency Independence

All eigenvalues (k = 1.0)

Range = (rayleigh/k)

1.4 Condition Number

1.4
===
i 124
1L 1l
08 0.8+
0B 0.6}
Qi 0.4
0.2 0.2}
0 L ; ; y L . . k : + 0 | 1 | | I I I ! L i
1.2 122 124 126 1.28 1.3 132 134 136 138 111.4 12 122 124 126 1.8 13 132 1834 136 138 1.4
Frequency (center = 130GHz) %10 Frequency (center = 130GHz) w10

Ideal (aligned) channel is approximately frequency independent in 20 GHz bandwidth.

Hideal —




Misaligned Channel

* Decomposition of the misaligned channel

27T 0 0 o |[ i 3 -1 Zz7H 0 0

"o~ 0 =2z 0 0 i1 =1 0 =z k2 0 0

new 0 0 =z ™ 0 i =1 1 0 0 z7H 0
0 0 0 7™ | -1 J L 1] O 0 0 z T H4

Rx misalignment Ideal channel Tx misalignment



Channel from ith Tx to jt*» Rx element

i P(t — pi — 75)

H;in] = a;;P(nT — p; — 7;) < sample at the symbol rate

Hin] =) H;é(n— 1) H, € CM*N
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OPTIMIZED MIMO
PROCESSING



Cannot Afford Oversampling

o All Rx elements sample at the symbol rate (ADC)
o Aligned channel = single-tap demultiplexer

o Misalighed channel = oversampling comes for
free in the spatial domain!

Question: How does all-digital linear space-
time equalizer perform in the misaligned

channel?




Space-Time Equalizer

L
Hin] =) H;d(n— i) H, € CM*N
1=0

Looking at a time window of size W

o :g[n],g[n_1],...,§[n—L—W+1]}T

y = :y[n],g[n—1],...,§[n—W—|—1]]T

5[n] = _31 n], sa[n], ..., sN [n]} — Transmitted symbols at time n

y[n = (Y1 [n], Y2 [n], ce oy YM [n]} — Received signals at time n



MMSE Equalizer

* Block Toeplitz matrix of channel coefficients:

- Hy H, ... 0 0
0O Hy H{ ... 0
U = ,
0 0 ... Hp1 Hp WM xN(L+W —1)

MMSE equalizer:
4 )

1 —1
CMMSE = (UUH —+ —H) Ue
0
(U 4

0.2

SISO SNR = p &
o




Choosing one symbol for each Tx

o é[n—l],...,é[n—W‘i‘l]]T

ith element of each vector corresponds to Tx element #i

only one of the elements corresponding to Tx#i is equal to one




Equalizer Implementation

[
>< ‘ D ‘ D ‘ D
—>
Xcl Xc2 Xc3
Idepend | | |
Streams
[T T
Xcl Xc2 Xc3




Output SINR

30 Mean across streams

o Channel Realization
——Mean SINR
——SISO SNR (Upperbound)

N
[&)]
T

N
o

-
(&)}

-
o

SINR [dB](space-time MMSE equalizer)
(&)}

0 5 10 _ 15 20 25 30
SNR of ideal SISO [dB]
fRaised cosine pulse with roll-off = 0.25 9
_ [{¢, uo)]|
, SINR = 7
< Tis ptj ~ Uniform[0, 150e — 12] 2izo (¢ ui) 2+ el
\Window size W =5 SISO SNR = p 2 o2

202



Output SINR

Mean across streams

o Channel Realization
Mean SINR
—SISO SNR (Upperbound)

N
[&)]
T

N
o

-
(&)}

-
o

SINR [dB](space-time MMSE equalizer)
(&)}

Noise ed Regime Interference-Limited Regime
-5 I I I I I |

0 5 10 20 25 30

15
SNR of ideal SISO [dB]

Noise-limited regime — SINR less sensitive to channel realization
Interference-limited regime — SINR highly sensitive to channel realization

Question: For a given SNR at interference-limited regime, is it possible to
increase the SINR by adding sub-symbol delays?



Output SINR

Channel (4)

30
5

Bl © =) ©
« S < 2

(19z)1enba ISWIN owi-e0eds)[gP] UNIS

Channel (3)
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Channel Realization (tough)

original channel matrix A = H(z}

05 05 05 05
04 04 04 04
03 03 03 03
0z 0z 0z 0z
01 01 01 01
. otl1Te p of T?o ?T fo of T?@
5 [ 5 0 5 5 [ 5 5 [ 5
05 05 05 05
04 04 04 04
03 03 a3 03
0z 0z 0z 0z
01 01 01 01
21 @?T Is ol T‘?e ?T {o
5 [ H [ 5 5 [ 5 5 ] 5
05 05 05 05
04 04 04 04
03 03 03 03
0z 0z 0z 0z T
01 01 01 01
211 (756 ki of|[Te
[ H [ 5 5 0 5 5 [ 5
05 05 05 05
04 04 a4 04
03 03 03 03
0z 0z T 0z 0z
01 01 01 01
[t of |9 ol 11%s
5 0 5 E [ 5 5 [ 5 £ 0 5

TAU = 1.0e-09 *[0.0847 0.0597

MU =1.0e-09 *[0 0.0791 0.1100

0

0.1445]
0.0811]

Symbol Error Rate
o

—
o
43

107 F

Number of active Tx elements: 4

ISI free QPSK

5 10

15
SISO SNR [dB]

20 25 30



Modified Equalizer Implementation

Idependent
Streams

4>

X

Inserted
Fractional Delays

-




Sub-symbol delay at the Tx side

Delays added to these columns

v

v

L as; bs 0. 05 05 05 05
04 04 a4 a4 04 a4 04 a4
Lt o aa o3 03 03 03 03
0z 0z 0z 0z 0z 0z 0z 0z
01 a1 o1 01 01 o1 01 01
of|[Ts p ofllen) °; ollfe) °, of T?% ohosessaet | T2e & K ool L’v ; otleq
[ B 0 5 3 o 8 5 3 5 3 5 5 [ 5 0 5
05 05 a5 05 a5 a5 05 05
04 a4 04 o4 04 04 04 04
03 03 a3 03 03 03 03 03
0z 0z 0z 0z 02 02 0z 0z
01 01 T 01 T 01 01 01 T 01 01 T
2¢/%0 i otloa) of|[%0 Al o2|%0 d wot|Te ole p of [T,
[} 5 [ 5 5 0 B 5 ] g ] 5 5 ] 5 ] 5
as as as as s 05 05 o5
a4 04 04 04 04 04 04 04
a3 a3 a3 a3 03 03 03 03
0z 0z 0z 0z T 02 0z 0z 0z
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Sub-symbol delay at the Tx side

Number of active Tx elements: 4

Number of active Tx elements: 4 50

Symbol Error Rate

Symbol Error Rate

ISI free QPSK

2I0 25 30 0 5 10 20

0 ili 1l0 15 15
SISO SNR [dB] SISO SNR [dB]

25

30



Sub-symbol delay at the Tx side

30

—ry —_ N n
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SINR [dB](space-time MMSE equalizer)
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HW Insight: Optimum Sampling Position

V=7
X Lz :

—>
Idependent Space/ Time

Streams Equalizer

= Relax ADC requirements
= Decomposition of the space/ time equalizer

ADC >



Analog Processing

* Independent Tx streams

- multiples of symbol delay at Tx side is irrelevant

* Analog delay lines at the Rx side
- Multiple-symbol length with sub-symbol precision
— Can completely account for the Rx misalignment

Y = Tt H'T ' T,,HT,, T

Iy U
J

ta:n

Y

Analog Processing



Analog CSN

Rx alignment and channel inversion in analog:

-1 —1p—1 —1
Y = ta:,eH Tm;' Tra HTYy tx,n U
Analog Delay Lines Analog Delay Lines

Digital Delay Lines
X/ X/ :
o 1

\

Yl

——H apsk

Complex
Multiply

|

——H apsk

and Add
:ﬁ : 153
u

— Analog delay lines
— Analog matrix demultiplexer
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CONCLUSION



Takeaways & Open Issues

* Symbol-rate sampling followed by space-time equalizer
— Need high resolution ADC
— Performance is highly sensitive to channel realization
— Possibility of recovering by sub-symbol delays at Tx/Rx side

e Optimization of sub-symbol delays
* Non-linear strategies



Takeaways & Open Issues

* Analog pre-processing before ADC
— Analog delay line (align Rx array)
— Analog matrix demultiplexer (eliminating ICl using a single-tap)

* Channel estimation and adaptation algorithms

» Estimates of power/hardware saving compared to fully digital
architectures



Compressive picocellular architectures



mm wave for small cells

* Up the ante on spatial reuse

— Highly directional mm wave (+LTE) to the mobile
— 28 GHz (industry), 60 GHz (can leverage WiGig)

LTE Network

Jve-

60GHz BS1

Need robustness to blockage by user’s body and other obstacles



Beamsteering with very large arrays

(The key to “unlimited” spatial reuse)

LTE Network

60GHz B53

60GHz BS1



Beamforming today

DSP-centric, one RF chain per antenna element

el2mfet

s1 =1 DAC - ) ot
so = DAC »é)——ﬂ

E pi2m et
$1023+—{ DAC S If
51024 «=] DAC Y

Does not scale to 1000 elements!



RF Beamforming with hardware constraints

6J¢1
—Y
el P2
__>Y

Coarse phase shifts
¢; € {0°,490°,180°}

—| DAC ej¢1023

Much more feasible
But how do we adapt it?
No access to individual elements =» least squares does not work



Beam scanning architecture unattractive

* Requires fine
control of phases

» Slow adaptation




Mm wave channel is sparse

RX angle (degrees)
RX angle (degrees)

-40 -30 -20 -10 0 10 20 30 40 -40 -30 -20 -10 0 10 20 30 40
TX angle (degrees) TX angle (degrees)

One path Two paths

Experiments on UCSB campus
using FB Terragraph nodes




Can we exploit the sparsity of the mm wave channel?




Compressive adaptation

ul

Random
phases |

from

1,4

" Only coarse phase control
Faster than beam scanning

Feedback
from mobiles

Base station |
estimates channel <

compressively <



Compressive Adaptation Architecture

[ Randomized weights ]

Compressive
measurements

!

Spatial channel
estimation

Weight computation
Quantized

Estimation

>[ Optimized weights ]

Beamforming




Estimation problem

Channel is a sum of a few sinusoids

h = gi1x(w1) + gax(w2) + g3x(w3)

(1)
€ 27d

_ el 2w w; = —— sin 6,

\ ej(N:—l)w )

Mobile makes compressive measurements
T .
er :az h,/l/: 1,2,...,M

Estimate gains and spatial frequencies from compressive
measurements



Can we use standard compressed sensing?

Observed Randomized . . Gains of
projections beamforming Fourier Basis active

J, weifhts l freqyéncies

Picture from plenary
by Rich Baraniuk, ISIT 2009

HEE EEEEE EEEEE




Not quite: because of basis mismatch

‘ Miusm‘atch A9=Q.5 : 2n/N o
1k ,:’31 f f\ ';“;ﬂ"‘. J:"P"‘-.‘ 2% ; 7.-"‘1“., r
2 \ LVAVAVAV/AVIAYVARVAN 1
0 50 100 150 200 250 300 350 400 450 500

|I>< -><I|1/||><|I1‘1 0873

1k | Yﬁ
oﬂlf s "‘“ WAyt

0 &0 100 150 200 250 300 350 400 450 500

With standard CS, off-grid

n = # antennas

Frequencies come from frequencies can have large
a continuum, not a grid estimation errors
Sensitivity to Basis Mismatch in Compressed
Sensing,

Y. Chi, L. Scharf, A. Pezeshki, R. Calderbank

Need algorithms and theory for compressive estimation!



Key Results

Compressive estimation is equivalent to regular
estimation if certain isometries are preserved

Equivalence characterized based on fundamental
estimation-theoretic bounds
— Ziv-Zakai bound, Cramer-Rao bound

Super-resolution algorithms for regular estimation
will work for compressive estimation as well
— State of the art algorithm: NOMP

Compressive estimation is a promising basis for a
picocellular architecture



Plan

Review of fundamental estimation-theoretic
bounds

— Ziv-Zakai bound in particular (because it deserves
more publicity than it has gotten)

Super-resolution algorithm for estimating a
mixture of sinusoids

— Newtonized Orthogonal Matching Pursuit (NOMP)
Theory of compressive estimation
Results for picocellular settings



Ziv-Zakai bound reviewed on the board

Discussion based on:
Bell, Steinberg, Ephraim, Van Trees, “Extended Ziv-Zakai Lower Bound for

Vector Parameter Estimation,” IEEE Trans. Information Theory, March 1997.

Original paper on ZZB:
J. Ziv and M. Zakai, “Some lower bounds on signal parameter estimation,”

IEEE Trans. Information Theory, May 1969.



Frequency Estimation for a Mixture of Sinusoids:
A Near-Optimal Sequential Approach

“Newtonized Orthogonal Matching Pursuit”

B. Mamandipoor*, D. Ramasamy, U. Madhow
ECE Department, University of California, Santa Barbara

December 2015
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Outline

Introduction

Proposed sequential algorithm

Stopping criteria: CFAR

Convergence

Performance evaluation



Formulation

Unit norm sinusoid of frequency w € [0, 27)

. | T
X(w):—[l edY L. eJ(N_l)w}

Mixture of sinusoids:

y:

/N

e CVN e C

K
[=1

Goal: Estimate {(g;,w;),l=1,2,..., K} and K

gx(w;) + z

~ CN(0,0°I)



DoA Estimation

boresight
-—— = - -:>

O=-
DS
)

O
O
O
C

-]
C

% ejkd sin(6)

w = kdsin(0) —» y = gx(w)

Direction of Arrival estimation — Frequency estimation problem



Multipath Channel Estimation

Rx

TX

~

K
Channel impulse response: h(t) = Z gio(t —m)
=1

K
Channel transfer function: H(f) = Zgle_jz’”[”
=1

Sample Uniformly in Frequency Domain

K
H=>Y gx(w) wp = —2rAf7
=1



Single Frequency Estimation

Unknown parameters are frequency and complex gain.

Maximum Likelihood: ?la% 23%{yHgX(W)} — |g|2HX(w)H2
g,w

GLRT: first maximize over all possible complex gains, then maximize over frequencies.

max2R{yTgx()} ~ lgPIx@)|F  — =20

Next, we maximize for the frequency: max Gy (w)
w

Refine

= e |X(w)Hy|2 | Grid
LWh - G = TwlP J




Grid & Refine

; GLRT for single frequency

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

DFT Grid

Oversample




Newtonized OMP (NOMP)

4 N
Py = {} Pick (g, ) to maximize <
m=0 . Gy (P) (@) )

a ¢ N
GLRT cost function \ Pmi1 < Pm U(9,w)} )
¢ —
_I_
. \x(w)Hy\Q Feedback @arameters in Pt S
)= e I ]
Residual response [ Update gains by least squares ]
P:{(glawl)al:]-a"°7k} No
k
ye(P) =y — > _agx(w)
=1
Yes
Returnp,, ]

[1] B. Mamandipoor, D. Ramasamy, U. Madhow, “Newtonized Orthogonal Matching Pursuit: Frequency Estimation over the
Continuum,”arXiv preprint arXiv:1509.01942, 2015.




Stopping Criteria: CFAR

Common strategy in detection problems = use noise model only

Criterion: if noise can explain the observation, then assume no target

We develop a similar criteria for the frequency estimation algorithm:

[ _max Gy, (P (W) < T Assuming y,(P,,11) is pure noise!}

H}_YI'(Pm—H)Hgo <7

Probability of false alarm:

PT{HFYP(Pm—H)HgO > 7'} = Pfa



Stopping Criteria: CFAR

P, is the nominal false alarm rate.
1
T = 0'2 lOg<N) — 0'2 lOglOg <1_—})fa>

False Alarm
12+

SNR =14 dB
= SNR=15dB

10l | *SNR=18dB
/300 runs of NOMP \

#sinusoids K = 16
#observations N = 256
fixed nominal SNR

kAwmin — 2-5Adft / 2l

Measured Pfa [percent]
(o))

L I
4 ] 6 8 10 12
Nominal Pfa [percent]

Simulation result: measured false alarm rate is in agreement with the the nominal value.




Probability of Miss and ROC

Taking into account the effect of noise

Ignoring the “interference” from other sinusoids

Priss ~ 1 — Q (0.88\/23NR, \/27/02)

ROC Curves
167
» SNR = 14 dB (measured)
144 = SNR = 15 dB (measured)
= SNR = 18 dB (measured)
s ) - PRt
= compute
. . (0]
#sinusoids K = 16 10l
= |
. 2N
#observations N = 256 S sl
z I
fixed nominal SNR 3\
o \
kAwmin — 2-5Adft / BEIERN
RN
2 Tl
e T T S
0 1 2 3 8 9 10

4 5 6 7
Probability of False Alarm [percent]

The resulting ROC turns out to be in remarkable agreement with simulations.




Convergence: bounding # iterations

Po =1}
m=20 L

#observations (V) is a trivial upperbound. <: [Update gains by least squares

Reduction of the residual energy due to one :

iteration of the algorithm is at least 7.

min{N, ||y||?/7} is an upperbound.

N

Pick (g, @) to maximize

GYr(Pm)<w)
( ¢ Y

Pr+1 ¢ Pm U{(g,w)}
¥ +
Refine parametersin P, 1 S
I
| S

No
Yes

Returnp,, ]




Empirical Convergence Rate

NOMP —: just a single refinement step for the newly detected sinusoid
DOMP : discretize the parameter space and apply OMP

average over 1000 runs

#sinusoids K = 16

fixed nominal SNR
Z&ounﬁn_:: 2-5ZXCHt

(&

Residual power (dB)

20|

20}

40}

00}
20
40l

-160

ol |

80L

50 100 150 200 250
lteration count

Cyclic refinements are critical for speeding up convergence




Performance — Accuracy

Fixed SNR: 25 dB SNR ~ Uniform[15,35)

10° 100: ———

—DFT . [—DFT

---CRB --—-CRB

—-=AST | |—=-AST

NOMP I NOMP
—MUSIC —MUSIC
8107 1 810t ]
-2 ‘ ‘ \ -2 ‘ ‘ “\‘ \
10780 60 40 20 0 10780 60 40 20 0
Squared frequency estimation error in dB Squared frequency estimation error in dB
(relative to DFT) (relative to DFT)

Comparison with state-of-the-art algorithm: Atomic norm Soft Thresholding (AST)

[2] B. N. Bhaskar, G. Tang, and B. Recht, “atomic norm denoising with applications to line spectral estimation,” arXiv preprint arXiv:1204.0562, 2012




Performance — Speed

Run time of various algorithms over 300 simulation runs
(#sinusoids in the mixture =16)

MgSI Nolw\/PJ LassQJ AST

3.36 225 30 ~ 1450

S




Model Order (K) Estimation

Scenarios SNR (dB) Awmin/ Dan
| 25 25
2 25 0.5
3 Uniform[15, 35 25
4 Uniform|15, 35 0.5

: ‘ st
I i
0.9y —Scenario 1] |
—-Scenario 2,
0.8+ Scenario 3|
--- Scenario 4
0.7+ |
0.6+ f
00.5- |
0.4+ f
0.3+ f
0.2+ f
0.1+ |
17 18 19
K

0.8
0.7+
0.6+

0.3+
0.2+
0.1+

H —Scenario 1
i —-Scenario 2

Scenario 3
- Scenario 4

20

1 NQMP S e
0.9} —Scenario 1| 1
—-Scenario 2
0.8 Scenario 3| |
’ .- Scenario 4
0.7+ |
0.6f J
w
n0.5¢F il
(@)
04+t |
0.3F J
0.2+ |
0.1F il
0 ‘ P g ‘
14 14.5 15 15.5 16 16.5 17
K
1 DOMP
'— ________ J ................. PR
0.9r | Lovreesnnsannnend —Scenario 1] |
| | —-Scenario 2
0.8+ | | Scenario 3| -
_________ | -- Scenario 4
0.7+ J
061  feeeeeeennd |
005+ i
0.4+ J
0.3+ |
0.2+ i
17 18 19 20




Takeaways

* Near-optimal sequential algorithm for the problem of estimating
frequencies and gains in a noisy mixture of sinusoids.

e Superior estimation accuracy compared to state-of-the-art with
significantly lower computational complexity.

* CFAR-based stopping criteria that leads to accurate model order
estimation.

* Characterizing the effect of Newton refinements of the rate of
convergence remains as an open issue.

You can download a MATLAB implementation of the algorithm here:
https://bitbucket.org/wcslspectralestimation/continuous-frequency-estimation/src/NOMP




Questions??



Sparse Approximation: Formulation

Find sparse g such that y = X(w)g
/ H#rows = N

fat matrix B
#columns = oo

Finding maximally sparse representation:

min ||g||o such that y = X(w)g
g

known to be NP-hard!



Sparse Approximation: Methods

Convex Optimization Greedy Methods
Atomic Norm Soft Thresholding Matching Pursuit
Basis Pursuit Orthogonal Matching Pursuit (OMP)
Lasso

Newtonized OMP (NOMP)



Sparse Approximation

Convex Optimization

Atomic Norm Soft Thresholding

Basis Pursuit
Lasso

Greedy Methods

Matching Pursuit

Orthogonal Matching Pursuit

Convex Optimization

Greedy Methods

Convergence Guarantees:

Yes

Yes

Performance:

Consistently good

Surprisingly good

Computational Complexity:

High

Low




Cyclic Refinement

* Interpreted as a Feedback mechanism
maximize, ,,S(g,w)
S(g,w) = 2R%{y" gx(w)} — |g[*||x(w)[|*
Newton step: & =w — S(g,w)/S(g,w)

Refinement Acceptance Condition (RAC): we accept refinement step only if
residual energy decreases.



Rate of convergence

Maximizing the GLRT cost function over [0,2m] is consistent with that over the
oversampled grid () with oversampling factor 7Y[2].

maxy/Gy(w) <  sup Gy (w)
we we(0,27)
2\
! (1——) max 4/ Gy(w).
¥ weld

Atomic Norm Definition:
The atomic set of unit norm sinusoids: A = {ejd)x(w) L Q,w € [0: 2”)}

Atomic norm for s : ||| = inf{t >0:s¢ctconv(A)}

[Is[|l.a = mf{Zlgz! S—Zgzx EA}

[2] B. N. Bhaskar, G. Tang, and B. Recht, “atomic norm denoising with applications to line spectral estimation,” arXiv preprint arXiv:1204.0562, 2012




Rate of Convergence

Bound on the rate of convergence:

_ 2 -1
Iye(Pu)ll < (m + 1)~1/2 (1—7) 151l

™~

Oversampling Factor
) ) ] compared to DFT
Comparing with OMP over the continuum:

[1¥e(Pr)ll < (m+1)72[y]]a

Discretizing the parameter space does not cost us much in terms of convergence rate.

Open problem: characterizing the effect of Newton refinements on increasing the
convergence rate?




AST

Mixture of sinusoids:

y =) gx(w)+z

/TN

ecV eC

K
=1

The atomic set of unit norm sinusoids: A = {€j¢x(w) Lo w € [07 27T)}

Atomic norm for s : |[s|]Aa = inf{t >0:s €t conv(A)}

When centroid of the conv(.A) is at the origin, the atomic norm can be rewritten as

||s||.4 = inf {Z lgi| - s = Zglx(w),x(w) € A}
l l

Measurement model: y =S+ 2z

AST formulation: minimizeSHy — S| \3 + )\‘ ‘Sl ‘.A



Lasso

* |f we discretize the parameter space (grid of frequencies), AST formulation
boils down to Lasso

® : N x M Fourier matrix

[8[|.4,, = min{]lc[|1 : s = Pc}

minimizes||y — s|[3 + Alls| |4,

\ g

minimize.||y — ®c||3 + A||c||1

Lasso — /{i-regularized {5 minimization



Performance — Accuracy

Fixed SNR: 25 dB SNR ~ Uniform[15,35)
10°; 10°
—DFT —DFT
--CRB —CRB
~AST ~AST
NOMP NOMP
~DOMP ~-DOMP
—~+NLasso -~+NLasso
" -+~Lasso | 1 & X L ---Lasso
5401 (=MUSIC | 84011 —MUSIC
O (@]
-2 | | \‘1 i L -2 | I \“‘\ b &
10780 -60 -40 -20 0 19 g0 -60 -40 -20 0
Squared frequency estimation error in dB Squared frequency estimation error in dB

(relative to DFT) (relative to DFT)



Performance - speed

Run time of various algorithms over 300 runs (#sinusoids =16)

Scenarios SNR (dB) AwWmin /[ Adfr
1 25 2.5
2 2 0.5
3 Uniform|15, 35 2.5
4 Uniform[15, 35 0.5

Time [sec] | NOMP AST NLasso | Lasso | DOMP | MUSIC

Scenario 1 2279 | 1.27e3 26.62 23.68 2.69 3.26
Scenario 2 22.05 1.26e3 26.42 24.55 2.87 3.27
Scenario 3 2240 | 1.38e3 32.37 29.28 2.82 3.17

Scenario 4 22.45 [.45¢3 32.02 30.10 2.80 3.36




Performance — Animation

120 after Single refinement

o ground truth
—es NOMP estimates

100 — ]

80

60 — =

gains

40 - o O

20—

0 \ | | | | |
0 1 2 3 4 5 6

omegas



Compressive Acquisition

100 | =—0—=8¢ P T T T T I

I . - ! —DFT 1
; ----CRB _
| —=—NOMP (K=16)|]

——NOMP (K=13)
\_\ 3 T

L
0107k .
O -
10—2 I I I

-80 -70 -60 -50 -40 -30 -20 -10 0 10
Squared frequency estimation error in dB
(relative to DFT)



Applying NOMP to picocells

How to estimate a 1000-dimensional
spatial channel?



Compressive adaptation

ul

Random
phases |

from

1,4

" Only coarse phase control
Faster than beam scanning

Feedback
from mobiles

Base station |
estimates channel <

compressively <



Estimation problem

Channel is a sum of a few sinusoids

h = gi1x(w1) + gax(w2) + g3x(w3)

(1)
€ 27d

_ el 2w w; = —— sin 6,

\ ej(N:—l)w )

Mobile makes compressive measurements
T .
er :az h,/l/: 1,2,...,M

Estimate gains and spatial frequencies from compressive
measurements



Algorithm

* Acquisition
— No knowledge of spatial frequencies whatsoever

* Tracking
— Leverage frequency estimate from previous round
— Refine based on new measurements



Acquisition: Coarse Estimate

maximize F(w) = } (Ax(w),y)
2T 2T 2T
02 2(2N> ..... v ()

{\ - F(w)
) F@nk/N) [

—

o
©

o
(o0}
T

)

o
N

o
»
FaY
A= A

Normalized correlation
o
(@) ]
——
T

o o
o — N
(
i/?
— ©
——

o o
w -~ SN
FaY
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e
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Normalized correlation
o o © o o o o
N 00,\ (@) ] » ~ (0] © —

o
a

o
T

Acquisition: Coarse Estimate

maximize F(w) = ’<AX(W)7Y>

N\

’ 2

©
~
T T

©

F(w)

F(2x k/N) []

v

1 91 = "
| JAx(w1)]]?

W1

<AX((D1)7 Y>

o



Acquisition: Refine Estimate

4 ~N A A
Given §; L y = 1Ax(w1 +Ay) +n
Refine w1 + w; + Ay . [ dx(@n)
N\ frpq- ) Yy — 1 Ax(@1)] = |G1A T A1 +n
A1 eR
Y
r _ - ~
Given @ Al
Re-estimate y = g1Ax(w1) +n
\- aailn -/

vUII I



Multiple Frequencies

4 Given )
Gains: §i,92, ..., 0k
Freqgs @1,@9,...,0k

\_ . Y,

l

4 Project out contributions )
from these frequencies

S =A[x(w) x(w2) ... x(Wk)]

'r:SJ_
_ Y Y Y,

y
(" Coarsely estimate (K+1)th )

max | (frasgy). v ) 2

2 2

w=0 2( ..,(2N—1)<—>

2N \2N )7 2N

\_ WK+1,9K+1 )

|

4 )
F|X glu@%”’u@Kng—l-l
Beiivse A, As,.. ., Axiq

\_ frqu' Yy,

l

Fix W1, W2, ... ,WK+t1

Estiaste §1.G2,-- -, Ik, K+
g’s:

-

\_




Multiple Frequencies

K41 (" Coarsely estimate (K+1)th )
y— Y GiAx(dy) max |(fkesy), yr)|”
I=1 _, 2T 2<2ﬂ> (2N —1) <2—7T)
| w = N 2{\7 ,,A N
Aq WK+1; JK+1
A [ dx (1) R dx(chKH)] Ao - =
g1 p oo K41 l
W dw :
' 4 )
A : A o
\ e FIX 91,92, -, 9K, 9JK+1
aalﬁm A17A27°"7AK—-|-1
\_ frple' l Y,
( [
y:A[X(al) X(@K—l—l)] g; Fix @1,&)2,...,@)}(4_1
: E&‘ma:te §17§27°°'7QK7§K+
. Js:
9K +1

Same algorithm works for tracking, just bootstrap with estimate from prior round



Simulation Setup

Array on
lamp post
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Results
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Take-aways

Unique challenges of adapting large mm wave
arrays

Compressive adaptation approach
New theory of compressive estimation

New insight on algorithms attaining CRB

— Coarse grid, then gradient or Newton based
refinement does work

— (If SNR is high enough to get past ZZB threshold)

Specific motivating application, but leads to
rather general techniques



Beyond the basics

Z. Marzi, D. Ramasamy, U. Madhow, “Compressive channel estimation and
tracking for large arrays in mm wave picocells,” IEEE J. Selected Topics in Signal
Processing, April 2016.

Concept system design for urban picocells
Number of beacons (isometry, SNR),
beacon management and reuse,
how to incorporate receive antenna arrays, ...



Compressive estimation in AWGN

Ramasamy, Venkateswaran, Madhow, "Compressive Parameter Estimation
in AWGN,” IEEE Transactions on Signal Processing, April 2014



Quick recall of original motivation

(compressive picocellular architectures)



Compressive adaptation

ul

Random
phases |

from

1,4

" Only coarse phase control
Faster than beam scanning

Feedback
from mobiles

Base station |
estimates channel <

compressively <



Compressive Adaptation Architecture

[ Randomized weights ]

Compressive
measurements

!

Spatial channel
estimation

Weight computation
Quantized

Estimation

>[ Optimized weights ]

Beamforming




Estimation problem

Channel is a sum of a few sinusoids

h = gi1x(w1) + gax(w2) + g3x(w3)

(1)
€ 27d

_ el 2w w; = —— sin 6,

\ ej(N:—l)w )

Mobile makes compressive measurements
T .
er :az h,/l/: 1,2,...,M

Estimate gains and spatial frequencies from compressive
measurements



We have seen the algorithms

Compressive NOMP (greedy + refinement)
Quantized beamforming (greedy sequential)



Back to the theory



Standard parameter estimation

y =s(8) + 2, z~CN(0,0%1)

Oy, =argmin, ||y —s(0) || 775

Performance measures
CRB

Cramer-Rao Bound (CRB) when close to truth

SNRindB~
Ziv-Zakai bound (ZZB) more generally
(are you in the right bin? How close, once in the right bin?)

ZZB tends to CRB at high SNR (high prob of right bin).
This is when estimation can be expected to “work well.”



Performance depends on Euclidean distances

CRB depends on Fisher Information Matrix

y 0s(0)\ " 0s(6
Frn;n. (6) — EHR { ( fjﬁ(mj) Qfgn,) }

Depends on changes in signal geometry for small changes in parameter

Ziv-Zakai bound is based on an associated detection problem

p(61)
p(f1) + p(62)
11'(92)
p(01) +p(d2)

Depends on changes in signal geometry for general changes in parameter

d(81,02) = ||s(61) — s(B2)]]

Hy:y=s(61)+z Pr(H,) =

Hy:y =s(#:)+z, Pr(Hy) =




Compressive measurements: model

High-dimensional signal space =~ x(0) ¢ R"

(but unknown parameter lies in low-dimensional space)

M compressive measurements

Yi; — < W; , X(Ht) + Z; > (Zi ~ N(O,O’QI[N)\

A = [Wl e W M] Noise power is same

y:AX(Ht)‘|—Z KZNN(an'Q]IM)j

When does this provide the “same” performance as standard estimation?



Compressive estimation works well when:

1) Signal space geometry is preserved

(similar to RIP for compressive sensing)

2) “Effective SNR” is high enough



The structure of compressive estimation

GENERAL STRUCTURE

1) Required isometries
CRB: Preserve distance changes under small perturbations
ZZB: Preserve distance changes generally

2) SNR penalty (= “effective SNR”)
Dimension reduction from N to M = SNR reduction by W/N

3) Definition of “working well”
ZZB tends to CRB (coarse errors highly unlikely)

PROBLEM-SPECIFIC ANALYSIS

How many observations needed to preserve isometries?



Isometries needed
Tangent plane isometry (for CRB)

M |A D> a,,(0x(8)/06,,)| M
—(1 —€) < </ (1 +e€
V9= 5, ox@)/06,) Vw1 to
Vlay,as, ..., uH]T C HK\{U}; vVl € O

Pairwise e-isometry (for ZZB)

M |Ax(6,) — Ax(8,)] _ [M,

NS TR —x) SV




What geometry preservation looks like

All measurements

y=x(0;)+z z~N(0,0%ly)

= argmin ||y — x(6;)
0;

I*

Compressive measurements

y=Ax(0,) +z z~N(0,0°1y)

AX(HQ)

AX<95) AX(93)
AX(91@

AX(94>

c RM

6 = argmin |ly — Ax(6;)|”
0;



Why we can hope for geometry preservation
v =x(0;) —x(6;)

 Random projections must preserve norm of

1 , 1 ‘=M S M large enough ,
27 1AvIT =77 > wiv > Mean (1/N)|v]]
i=1 concentrates

iid. withmean (1/N)|v|*
e Chernoff bound on deviations from the mean

(with tolerance €) + Union bound (for all
pairwise differences)

Johnson-Lindenstrauss (JL) Lemma
Achlioptas, “Database-friendly Random Projections”, 2001



How many measurements?

AX(OQ)
o x(62) Ax(65) Ax(65)
1 A
x(6s) > Ax(6,)
X(94) AX<04)
N
<R c RM

Johnson-Lindenstrauss (JL) lemma:
Pairwise e-isometry for finite signal model # = {x(6;)}
when the number of random projections is

M = O (¢ *log|H|)
K signals, M measurements

Chernoff bound + Union bound ~ K?e
= M = O(logK)



Continuous signal model

Parameters come from a continuum 6 - ]RK

Need pairwise isometries for all(61, 0-) pairs

x(61) Ax(6,)
A
\ > \Ax(92)
x(6) Compressive
measurements
N
€R c RM

Cannot directly use JL lemma
But discretization, JL lemma, and smoothness can be used to do the trick



How many measurements for good performance?

* If pairwise isometry holds, then both CRLB and ZZB go
through

=>» Only effect of compressive measurements is SNR
reduction

* Number of measurements must satisfy two criteria for
good performance

— Should be enough to provide pairwise isometry
— Effective SNR should be such that ZZB tends to CRLB

/7B

CRB

SNRin dB ’



Attaining the CRB for a sinusoid

Problem-specific analysis=» Pairwise isometry requires
K=0 (E_E log (NE_I))

oo \ ;.
Ay -5F Fi

Attain CRB

— (CRD)Y?
-==(ZZB)!?
RMSF (K = 10)

RMSE (K = 25)
- &-RMSE (K = 40)

=2 £ i

Q ] k \x
. .I

i - —25 ] ll:
; °| |-&-RMSE (K = 60) x. h

| i | ao| | ~©~ RMSE (K = 256)
f =0T | - - RMSE (AL V) :

A2t d ]

10 25 40 60 256 B s = 15 10 5 0 5
K &, in dB scale

dB sczle

More random projections  ep

Better isometry constants Effective SNR = ey

RMSE performance for 40+ measurements closely follows that for all N=256 measurements
Isometry constants good for 40+ measurements

K = min(40, ZZB threshold SNR x Na*)



Beamforming and nullforming with
drastically quantized weights

U. Madhow
ECE Department, UCSB

Summer school, June 27-July 1, 2016, 1ISc, Bangalore



A reminder of the overall context

Adapting very large mm wave arrays



Traditional Digital Beamforming

pI2mfet

s1 | DAC ——é—fﬂ

Easy to implement: So9 e DAC —>7
Zero Forcing .
MMSE : e7ontet
Codebook based approaches $10230—] DAC — Y
Y j2n .
$1024 = DAC Y

What'’s the problem?
Digital beamfoming does not scale to 1000 elements!

(Cost and power consumption)



RF Beamforming with hardware constraints

6J¢1
—Y
el P2
__>Y

Coarse phase shifts
¢; € {0°,490°,180°}

—| DAC ej¢1023

Much more feasible
But how do we adapt it?
No access to individual elements =» least squares does not work



Compressive Adaptation Architecture

|

Compressive
measurements

},

|

_{

Spatial channel
estimation

|

!

|

Weight computation

Quantized
beamsteering

]

( Randomized weights ]

L

Estimation

Beamforming

)[ Optimized weights ]




Quantized Beamsteering

Slides prepared by Zhinus Marzi



Large arrays with coarse weights

2
Nuli » |
A w P = ngnej mnexp (J (mwy + nwy))
/ m,n
/
/ Receiver
/ 2md
wo Wy = Tcos@cosgb
2md ,
Wy = By cos ' sin ¢

We are limited to:

1. Fixed gains

2. Coarse control over phases (2
bits: 1, %j)




Approach

1. Compute a good starting point by relaxing
constraints
o Zero-forcing solution with no constraint on
amplitude/phase

2. Quantize phases to nearest among (1, %)

3. Sequentially alter phases to improve Sighal-to-Null
Ratio



Step 1: Zero Forcing Solution

2
P = ngnewm” exp (J (mwg + nwy))

" A
Y = vec [ejﬁm”} VK /
a(w) = vec [Gmn exp (—J (Mwy + nwy))]
B H 2 a(wg) CL(L«JQ
P(w) = |a(w)" | < o)
a(wy)

Goals

Steer towards wy

Nulls along wq,ws, ..., wQ



0.8

06

o ©
SIS

Im(ZF weights)
o

Step 2: Naive quantization

Quantize each phase to nearest among {+1, 5}

05 L.

-0.5

-1 -0.5 0 0.5

Re(Quantized Phases)

Re(ZF weights)



Step 3: Sequential Optimization

* For each k
/ * Fix phases at all elements but k
g * Change phases at k to 1,j,-1,-j

* S-to-Null Ratios are s, S, S,, S3
* Pick maximum and set phase at k

appropriately
o la(wo)"Yf’
Element k S la(w;) Hap|?

Use integrals over small bands
for robustness to estimation error



Probability Density

Signal-to-Null Ratio

0.35 1 1 1 1 1 1 ‘ 50
: : : : : : —Optimized
: : : : : —Naive : L : : : : : :
N iliii i 5 A B S S R S
% o Dt . ':i':c!. ::1' .
0.2 B O20p .'::..".’; o ""
2 ‘ ‘ t. ‘ ‘
g : : o’ -. .’,’ ~. : :
0.15 5. : -0,' :
- g7 3“ X, |
-10f
0.05f
: ‘ ‘ : : ‘ : 20 a : i ; ; ; ; ;
0 - : i i i i 0 10 20 30 40 50 .60 70 80 90
10 20 30 40 50 60 70 80 90 Naive Signal to Null Ratio (dB)

Signal to Null Ratio (dB)

Mean Signal-to-Null ratio: 58 dB

Mean Improvement over naive: 10 dB
Big improvements (~30 dB) when it really counts!



Simulation results

Signal to null ratio Main beam loss

Main beam loss




Beamforming loss
(No nullforming)

 What if we only beamform toward desired
direction?

— Only need to change the cost function for sequential

Optimization CDF of beamforming loss
1 ' : :

0.9r

0.8¢
N: size of linear antenna 07l




Take-aways

* Can perform both beamforming and nullforming
effectively with coarsely quantized weights

* Empirical observation: Loss relative to unquantized
weights decreases as number of antennas
Increases

e Theorems?



References

Sequential algorithm for quantized beamforming first discussed in:
Ramasamy, Venkateswaran, Madhow, Compressive adaptation of
large steerable arrays, ITA 2012.

Since then used in other publications, but theory still missing.



Short-range mm wave radar
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Classical long-range radar

Target |

Signal received from multiple targets

K

y(t) = Z a;s(t — 1;)e??™ it o (t)

Typical approach (e.g., SAR): matched filter against expected response
(point scatterer target model)



Emerging short-range radar
aplications

Vehicular situational awareness Gesture recognition

Designs constrained by cost, complexity and geometry



NHSTA policy for vehicle Automation

Defined levels of automation

Level

Driver

Automation!?

Driver
continuoushy in
control of
speed and
direction

Diriver
continuously
performs the

longitudinal ar
lateral dynamic
driving task

Mo intervening
vehicle system
active

The other
driving task is
performed by

the systern

Park Assist

Partial
automation

Driver must
manitor the
dynamic drving
task and the

drinving
anvironment at
all times

Conditional
automation

Driver does
not need to
manitor the
dynamic driving
task nor the
driving
anvironment at
all times; must
always beina
pasition to
resume control

System
performs
longitudinal
and lateral
driving task in a
defined use
£a50.
Recognises its
perfarmance
lirmits and
requests dnver
to resume the
dynamic driving
task with
sufficient time
margin

Highway

High
automation

Driver i not

required during

defined use
case

Full
automation

lateral and
longitudinal
dynamic driving
task in all
situations
encounterad
during the
entire journey.
No driver
required

Example

Full end-to-
end journey

Patrol




< Driver

Vehicle >

Levels of driving automation (NHTSA]

> Regulatory change required?

Driver in complete and
sole control at all times

Driver can regain control
or stop faster than if
driving without the
special function

Driver iz tempoarily
relieved of these driving
functionz

Involves automation of

Oriver must be available
to take over controls

Driver not expected to
take control at any time

Enables all safety-
critical functions to be
automated [incl
steering, throttle, brake).
The vehicle monitors any

Vehicle is designed to
perform all safety-
critical driving functions
and monitor road
conditionsz for an
entire trip
[Includes both occupied
and unoccupied

i hicl
E:tletus’lcfupn;nary changes in conditions vehicles]
I::ur:mru HAEHens I that require a transition
Involves 1 or more wa dl'lg i umsen back to driver control
specific control [eg. 8 .Eptlm Bruise
functions control in combination
No automati [eq. stability control, With lane centring) I
o autamatian pre-charged brakes)
!
Level O: Level 1: Level 2: Level 3: Level 4:
No Automation Function-specific  Combined Function ! Limited Self-Driving  Full Self-Driving
Automation Automation Automation Automation
Now Now 2013+

Source: NHTSA (Modified)




NXP Blue box for “Level 4”
autonomous vehicles

go vehicle auton?my

~ rlver has contro
DA iogins

Vehilcle Integrates detection/response
Driver ready to take control

Vehicle fully autonomeus
Driver takes control In emergency

Full Driver
Respensibility

() Vehicle fully autonemous
Occupants{*lounot neet:il'I abllity tc drive

Full Vehll Vehlcle connected, cooperatin
Responslrbﬁlty Optimized system operapﬁon&gpasslve driver experience

BLUEBOX
ENGINE



Sensing modalities comparison

Table 1. Typical strengths and weaknesses of automotive sensors available today.

Radar »
£/ 8
@ & & Lidar >
,,;3 ’5& GSP mg' #é” Tracking Filter
i o
(g'_ éé}_ -ﬁ g,‘? C? ,:'E.t Ultrasound » Coordinate Transform
&S 3 Q""’ L Vehicle
~ el Data Validation Function
Range Measurement < 2m 0 0 0 ++ - ++ - GPS -+ Digital Maps  [-» o
Range Measurement 2..30m + ++ | o+ - - 0 - Time Synchronization
Range Measurement 30..150m | na. | ++ + -- - - - Vehicle Data [+ :
Angle Measurement < 10 deg + 0 4 - 4 0 4 — mage_
Angle Measurement > 30 deg 0 - ++ 0 ++ + ++ Far IR Camera o Processing
Angular Resolution o] o] ++ - ++ + +4+
Direct Velocity Information ++ ++ - - 0 - - - - Sensors Conditioning Fusion Unit
Operation in Rain ++ + 0 0 0 0 0
jon i +4 ++ - + - - . . . . .
gperaznn ':;:—" °rs:°w 2 Fig. 7. Typical automotive sensor data fusion architecture.
peration if Dirt on Sensor ++ ++ 0 ++ -- -- --
Night vision na | na | na | na - 0 o .
Blind Spot
S Park Assist i
++ : |deally suited / + : Good performance / o : Possible, but drawbacks to be expected; N SV Einergricy Breking
llision g Pedestrian Detection
- - Only possible with large additional effort / - - : Impossible / n.a. : Not applicable g o

. Traffic Sign Collision Avaidance

"\ Recognition

Park Assistance/ |

Surround Adaptive Cruise Control
View |

ane Departure
Warning

Park Assist

Surround View

Cross Traffic Alert

W Long-Range Radar Short/Medium Range Radar [ LIDAR Camera M Ultrasound GNSS

Rasshofer, R. H. and Gresser, K.: Automotive Radar and Lidar Systems for Next Generation
Driver Assistance Functions, Adv. Radio Sci., 3, 205-209, doi:10.5194/ars-3-205-2005, 2005.



Short to medium range radar

Signal Modulation "

/1. LFM-FMCW vy has

Target information
components

req ;

2. Random-SFCW “"H, .

u(t) ~ my cos(wit + ¢1)

* Time varying range given by:

R(t) 2\ Rg + vt + p,(t)} frequency
|

Ry vV, L remain
constant in frame frame 1 | frame 2 | frame 3

tfﬂle




New models are needed at short ranges



Targets look bigger at short range

Long range S X ~ '

—

\

Short range

11

Need to revisit classical models



Results from new model

Target

Standard approach New approach

sparse array: 1:_:m spacing

. . ? 3 i5 sparse array: 1cm spacing
- _='r L]
ap' ¥ L

T L T —

- -.“ o 'r“ | B

1 L
- oo
-u.l ‘- E
-l A B B

- ﬂl-ﬁ - e Ih“l- -

- i §.x e g = oy
o F s —
= .
.,‘, i iy "i;&
LR Bl . s
i . Eh .




Overview

Big picture considerations
— Target models
— Monostatic versus multistatic
Fundamentals of monostatic arrays
— Degrees of freedom as a function of scene and array geometry
— Sparse array =2 grating lobes
Changing the dictionary to suppress grating lobes
— From classical point scatterers to patches
— The role of estimation-theoretic bounds in dictionary design
Sparse reconstruction
— Super-resolution by combining Newton with greedy pursuit



Architectural choice



Multistatic

Synchronization — hard to achieve at mm-wave

2




Rhode & Schwarz Imager: Big and
multistatic

*  MM-Wave imager from Rhode & Schwarz
* 736 Tx/Rx elements in 0.5mx0.5m aperture
* All elements are synchronized across the array

S. A. Ahmed, A. Schiessl, and L. Schmidt, “A Novel Fully Electronic Active Real-Time Imager Based on a Planar Multistatic Sparse Array”
IEEE Transactions on microwave theory and techniques, vol. 59, NO. 12, December 2011.




Monostatic

v" No synchronization needed
v" Modularity

v’ Parallel data acquisition

v Low cost

d

Focus today: Array of monostatic elements



Degrees of freedom



Mathematical formulation

L, = size of the aperture A A
Lo = extent of the imaged object
D = distance of the object from the array
d = inter-element spacing L, L
A = wavelength
2T
k = — = wavenumber \m _
A onostatic element
v v
D
<€ >
response of mono static array at nt" element
—j2kR(x,x,) 2 2 (x = 2n)”
rln] = v(x)e™ ) dr R(z,2n) = VD? + (z = 2n)> m D + =55
xew

rin| = e_j%D/ v(az)e_j%(x_x”)2d:v
xew



DoF: fundamental limits

rin] = e I2FP fy(x)e_j%(x_x”)2da;
xeW - ~ _J

Integral kernel has been studied before

Eigenfunctions: Prolate Spheroidal Wave Functions

A A
\
L1=L2=15 cm
L1L,
Ly DoF =2 D) L, D=30cm » DoF =30
A=0.5 cm
~
v D v
<€ >

E. Torkildson, U. Madhow, M. Rodwell, "Indoor Millimeter Wave MIMO: Feasibility and Performance, " IEEE Transactions on
Wireless Communications, vol. 10, no. 12, pp. 4150-4160, December 2011.




DoF: a practical interpretation

r. € CV : response to a point scatterer located Qx4
ro € CV @ response to a point scatterer located Qzs

. 2 . 2
rilry = yin el mm) e ih (@)

n

k
=172 exp(J —%)Zexp(ﬂ (w2 — 1) )

B , ., sin(Nw/2)
= CZeXp(]wn) =C sin(w/2) L 2k -
n \ Y W = D (CIZ‘Q - .2171)
Y
periodic Dirichlet kernel
period = 27

To avoid aliasing: visible range of w < 27
2k 2 2 2
— Lod < 2 —ILod < 1 — Lol < (N —1 — Lo L 1< N
D2<7T )\D2< )\D21( ) )\D21+<

#array elements > DoF + 1



DoF =» geometry-based limit on resolution

2041 L
For N > Dl)\ 2,
rHry| 18I (D}‘:(Lﬁivn (72 — '731))
[lrall-llr2ll Nsin(D(k}\I;_l) (m—m))
 Llsin (5L (22 — 21))
1 D(]{j\gil) (w2 — 1)
~  sine (%(a}g - :c1)) —— Independent of N

Increasing the number of array elements beyond DoF:

* Does not improve the ambiguity function for locating a point scatterer
* Only leads to an increase in the effective signal to noise ratio (SNR)



Going below DoF =» Grating lobes



Grating lobes appear when #elts < DoF

30 elements

15 elements

1.2 T T T T T T T
Grating lobe | ©

(ambiguity) ™+

0.8

06

04r

0.2




2D Dirichlet — N=31

ABS Dirichlet

0.06
0.04

0.02

-0.02

-0.04

-0.06

-0.06 -0.04 -0.02 0 0.02 0.04 0.06



true location —

ambiguity —

-0.02

-0.04

-0.06

2D Dirichlet — N=15

ABS Dirichlet

0.04 ‘

r

0.06

110
0.02

-0.06 -0.04 -0.02

0.02 0.04 0.06



Spatial aggregation, or the patch model



Spatial Aggregation: mathematical formulation

r1 € CN = response to the collection of point scatterers denoted by ¥,

ro € CN = response to the collection of point scatterers denoted by s

A=Y ([ e [
1€V,

n ToEWVs

j2k<<x1—wn>22—D<w2—xn)2>
([ [ e dryday
n r1€EV Ja2eWs

:/ / V(1) (a2)ed BT Y DI B @2 iy
1€V Jxo€Ws

\ )\ )
Y

(az)e R,

Y
H(xq,22) Dirichlet

— / / v (x1)y(x2)H (21, x2)Dir(zy, z2)drodr,
1€V Jr2€Wy

H(x1,2z2) = spatial filter that causes destructive summation of the collection response



H(x, , X,)

0.06

0.04

0.02

-0.02

-0.04

-0.06

-0.06 -0.04 -0.02 0 0.02 0.04 0.06
X



X,)

Dirichlet(x, ,

X,)*
ANGLE( H(x, x,)*Dirichlet(x

H(X]_ )

1 %,5))




Integration in the main lobe

ABS Dirichlet

Patch width = 1cm
Patch location = 4cm
# elements = 15

aaaaaaaaaaaaaaaaaaaaa




g lobe

ABS Dirichlet

Integration in the gratin

Patch width = 1cm
Patch location = 4cm
# elements = 15

Normalized Correlations
) Patch location = fk:lTh Wlﬂlh =1lcm i ) ANGLE( H[xl. r.z]'I:}iricI‘ﬂeI(:1 X))




Choosing patch size via estimation

theor i
y:s(@)—|—z Li=Ly=15cm
TS L ON(0,0%) D=30cm > DoF =30
target parameter
A=0.5cm
/

Cramer-Rao Bound (CRB): Lower bound on variance assuming estimate is in the right bin

Ziv-Zakai Bound (ZZB): Tighter than CRB, accounts for estimate falling in wrong bin
(converges to CRB at high SNR if correlation plot approximately unimodal)

CRB

ol o B, -4 4 TATA - — kit o
008 006 004  -0.02 0 @ “004 o006 0.08
ﬁ Location [m] i

Choose the smallest patch size such that ZZB “behaves well”



1.2

Point Scatterer

N=15 107!

Point Scatterer

Normalized Correlation

08F

0.6}

0.4

0.2+

gt

—ZZBN=15
— ZZBN=30
—~-ZZBN =60
——CRB (N=30)

4 |
-0.02 0 0.02 0.04 0.06 0.0810 ¢ 10
Location [m]

Grating lobes =» ZZB behaves badly

15
SNR [dB]

20

25



Normalized Correlation

N=15

0.5 cm Patch

107

0.8+

0.6

0.4+

0.2

ﬂ

e

-0.02

0

Location [m]

0.02

0.04 0.06

0.08 104

1 108}

patch width = 0.50 cm

—ZZBN=15
—ZZBN=30
—0-ZZB N = 60
——CRB (N=30)

5 1IO 1I5 2I0 25
SNR [dB]

Better, but ZZB still behaves worse than with DoF # elements



1 cm Patch

N =15 1 patch width =1.00 cm
10 T
Normalized Correlation
1.2 ‘ , : —ZZBN=15
—ZZBN =30
I ~0~ZZB N = 60
——CRB (N=30)
1L
08 | 107}
06L
0.4
103}
0.2
0 | 1 . — L
-0.08 -0.06 -0.04 -0.02 0 0.02 0.04 0.06 0.08
Location [m]
-4

b 20 25

5 10

1I5
SNR [dB]

Large enough patch = ZZB behavior same as with DoF # elements



Normalized Correlations

Normalized Correlation

Point

0.08

-3dB width = 1cm

4
N
b
<
=>
¢
~a
“‘J
~a
-
‘\Iv
"’l‘
o -
\l‘llll
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lllllllllll
lllll
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e e —
e ———
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e
e
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-
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sl e
s S Rl Al dra s
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o

e ——

————

S —

-
-
e

o o —

~
- — i —

i
—
-

I I
0.04 0.06

I
0.02

-0.04 -0.02

-0.06

5
10
15
20 -

251

30

35+

-0.08

-40

Location [m]

Patch model suppresses both grating lobes and sidelobes



Experimental results



SFCW Radar Prototype

e 60 GHz Wideband SFCW radar
e Quasi-monostatic architecture

* Moving platform emulates 2D
array

* Software controlled step size and
frequency order

| I S ' Built by:
N Karam Noujeim (Anritsu)
J 59.95 GHz
! Measurements taken by:

25 steps
BW = 195 GHz Greg Malysa (now at Tl)

58.7 GHz f \




0.08}

0.06 -

0.04}

0.02}

-0.02}

-0.04¢

-0.06

-0.08

Emulated Array Geometry

Sparse Array: 225 elements
Inter-element spacing 1cm

Array Geometry (Sparse) 225 elements

{0.08 -0.06 -004 -0.02 0 002 0D4

0.06

15 elements
2\-spacing

0.08

0.08 -

0.06 -

0.04 |

0.02}

-0.02 }

-0.04 |

-0.06 -

-0.08 |

Dense Array: 900 elements
Inter-element spacing 5mm

Array Geometry (Dense) 900 elements

L L L L
-0.08 -0.06 -0.04 -0.02 0 0.0z 0.04

0.06

30 elements
A-spacing

L
0.08

Very Dense Array: 5625 elements
Inter-element spacing 2mm

Array Geometry (Very Dense) 5625 elements

0.08 -

0.06 |

0.04 }

0.02}

0.02}

=0.04

-0.06

-0.08 -

-0.08 -0.06 -0.04 -0.02 o 0.02 0.04 0.06

75 elements
0.4\-spacing

0.08



Scene with copper strips

i350m

“2em 7.5¢cm

Stipwidth: 15cm £

\
=
I

e
\
I
:

15 cm




Matched Filter: Point v/s Patch

sparse array: 1cm spacing dense array: 0.5¢m i very dense array: 0.2cm spacing
- Ty T - - — r ' w
R T : . g
LI
s - 1
. e } L L -
. “ : 35
- N e I
i"i' + i - & - n 14 |
| i il N U 30
. i |
| 12
:ﬁ - —:‘ & 25
- a—_— ” 10

Pniabi
"'I

i 2
L] ]
w4 g L . 5
T \ %
. | Tup— P -

Matched Filter (1 5cm patch)

sparse array: 1cm spacing dense array: 0.5cm spacing very dense array: 0.2cm spacing

E %
s E] -




Dense Array — Changing the nominal

15

10

-10

-15

patch size

30x30 array: inter-element spacing 0.5 cm

-15

-10

10

15




Sparse Array — Changing the nominal
patch size

15x15 array: inter-element spacing 1cm

12

10

-15 -10 -5 0 S 10 15



Sparse Reconstruction

For a scene of K patches, the overall response is
)C
y — E :gozq;rcui _I_ <

/ i=1 \

cCV e ~ CN(0,521)

Goal: Estimate patch locations (& possibly sizes) and gains



Newtonized OMP (NOMP)

N
. ‘qglrﬁ‘
4 argm?x{ sl " GD} <
J
a ¢ N
Update A« AU{(},
GLRT cost function . P )] ) —
Y +
H . .
G N q 7”6‘ Feedback Reflng»arameters in A e
«(B) = \ I
sl — ] I
Residual response [ Update gains by least squares ]
Yes
q4i =Y — Z gAT' )
AEA ‘6% o 5%’—1’/6610 > €
Return A ]

B. Mamandipoor, D. Ramasamy, U. Madhow, “Newtonized Orthogonal Matching Pursuit: Frequency Estimation over the
Continuum,”arXiv preprint arXiv:1509.01942, 2015.




NOMP for Patch Detection

e Sparse array =2 applying NOMP algorithm for detection
in the dictionary of square and circular patches

o

O‘.‘

£

Refine both center and radius

Fixed patch width = 1.5cm
Refine patch center



Conclusions

Undersampling via sparse arrays =» additional assumptions
required for scene reconstruction

Spatial aggregation suppresses grating/side lobes

— Physically plausible, since natural scenes are spatially lowpass

Dictionary adapted to:

— Nature of the aperture: sparsity level and geometry
— Nature of the scene: size/shape/type of targets

NOMP + patch model is an effective approach for sparse
reconstruction

Natural next steps
— Joint delay-Doppler estimation with patches
— Interface with machine learning algorithms



Mm-wave mesh network design

Upamanyu Madhow
ECE Department, UCSB

Thanks to Maryam Eslami Rasekh for compiling these slides.
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Mesh for backhaul and last mile

Multi-gigabit infrastructure mesh

WiFi/cellular iFi
E Aﬁ WiFi W

Internet

Lamp post

1-5|Gbps backhaul link
(10p-500m)

/M ] Content deliver y}

' station -
Point-to-multipoint
content distribution infrastructure

Fundamentals are different from those at lower carrier freqgs
(Directionality, blockage)

2



Two models

* Decentralized mesh networking
— |Is it possible, given deafness due to directionality?

— Simple model: randomly dispersed nodes in 2D plane,
no blockage

— New interference analysis and MAC

* Mesh backhaul in urban canyons

— Optimization framework for joint resource allocation
and routing to gateway nodes

— Determine backhaul link speeds relative to access link
speeds



Decentralized, highly directional networking
(Model 1)

Singh, Mudumbai, Madhow, Interference analysis for highly directional 60-GHz mesh
networks: the case for rethinking medium access control, IEEE/ACM Trans. Networking,
October 2011.

Singh, Mudumbai, Madhow, Distributed coordination with deaf neighbors: efficient medium
access for 60 GHz mesh networks, |EEE Infocom 2010.



Interference and Deafness

Interference with directional links

Interferer |
2, .
Intended receiver
for the interferer

Transmitter ‘%Receiver
<

Deafness

B <«

/ B is deaf to A

®

> ©



Networking in outdoor P2P networks

No ~omnidirectional mode” for MAC
— Must use directionality to attain link budget
— Directional-only mode also simplifies PHY
Are directional links like wires?
— A qualified yes
How do we exploit ~wire-like”” characteristics for MAC?

— Carrier sense is out, but interference is much reduced

Many other details
— Network discovery
— Synchronization maintenance (if used in MAC)

Step 1: Understand spatial interference



Modeling beam patterns

LT
-
- -

-~
- =
-
..
-
- -
-

120 -

120°_
1500/ . \ / \
J Lo —20 B : S
180°| o e
o
o
1

Gain pattern for a flat-top antenna (beam angle 14.4 degrees) and a 12 element linear array of flat-top
elements, each of sector size 20 degrees. Antenna gain in both cases 24 dBi
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Interference under the protocol model

* Flat top antenna, randomly placed transmitters, random orientation
wrt desired receiver
* Collision iff there exists at least one interferer

—within the interference range T
—within the receiver beamwidth .
— pointing in the direction of the rec r =~

’ | %%
Collision Probability | 1 — e—ﬂﬁAc ! i

A = Me_“(Ri—Ro) : ]
‘ 47 1l @
Recewer T Inte erer

B : SINR threshold \T' :

A : density of transmitting nodes A T p
A®: (azimuthal) beamwidth . o T
R, : nominal link range T ) \Y ] il

R, : interference range O T

a : atmospheric absorption coefficient T




Generalizes to arbitrary antenna patterns

(o))
=

(&)
o

I
o

W
o

no
o

—
o

o

Equivalent "flai—top"” beam angle (degrees)
O

n
o=

——B=10dB —+—p=10dB
——f=15dB 20l =B =15dB
——P =20 dB ——B=20dB

Equivalent "flai—-top"” beam angle (degrees)

30t
20
10}
1 1 0 1 1
10 20 30 40 0 10 20 30
Azimuthal beam angle (degrees) Azimuthal beam angle (degrees)
Nominal link 100m Nominal link 200m

General antenna patterns can be modeled using equivalent flat top beam angle
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Physical model

Collision prob = P[sum interference exceeds threshold]

_ Approach:

Markov ineq g— Fon_ _ -~ 1) Exploit oxygen absorption to bound effect
T e - = *Y\ of far-away interferers using Markov ineq

"far away" ,’ >y 2) Use CLT or Chernoff bound plus protocol

interferers,’ G'—ch -~ Ra A model for nearby interferers

{ f’T \\ \‘
| ! T \ \
: I \ T \

T | 1 Receiver ; !
! I

\

\ \\r ﬂ T{f ;,
A \\. /, /
\ ~ o _ - /

p Bl -F' Vs

Y 7 A
\\ @ T
~ ,/
Protocol  ~~-—~ T
model

10
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Collision probabilities (sparse network)

0.8 ; ' 0.8 . .
—e—Protocol model —o—Protocol model
0.7} -4~ Physical model, CLT [using (26)] |  0.7] —«—Physical model, CLT
0.6} ~Physical model, CLT [using (32)] | gl =—Physical model, Monte-Carlo
—~ | =+—Physical model, Monte-Carlo -
5 0.5 S 0.5
g o
E 0.4 E 0.4
0.3 g 0.3
0.2 0.2
0.1 *—*/o 0.1} 1
o# = ' 0® ® et
0 3} 10 15 20 25 0 5 10 15 20 25
SINR threshold 3 (dB) SINR threshold B (dB)
Flat-top antenna Linear array

Link range R =200m, mTpR?*=11

11
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Collision probabilities (dense network)

—e—Protocol model

0.7] —4~Physical model, CLT [using (26)]
0.6} ~—Physical model, CLT [using (32)]

— ——Physical model, Monte-Carlo

0 5 10 15
SINR threshold p (dB)

Flat-top antenna

20

25

—o— Proltocol mddel
- ——Physical model, CLT

| ——Physical model, Monte-Carlo

0 S 10 15

SINR threshold B (dB)
Linear array

Link range R =100m, mpR?=5.2 (Pr(connected network) = 0.99)

20

12

12
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Interference loss (%)

Coordination

4

200

35 -..25 nodes .

3t ==50 nodes §_“°,
o 150

[1}]

2.5 2

C

O
2 £ 100}

.‘_.dl' 'E

1.5} ‘-.d".-l b o

1 oo X
T s0f

=

|_

is the bottleneck

0.4

2 3
Slotted gﬂoha p
retx

== =25 nodes
==50 nodes

0.5 8

2 3
Slotted g«]oha p
retx

04

0.5

Collision losses order of magnitude smaller than losses due to failed coordination

Network throughput (Gbps)

15

10

2 3
Slotted %«]oha p
retx

TS :
"""" +m-..__h
______ R
------ *‘-"'-a
''''' +
\'
--25 nodes
-+~ 50 nodes
0.4 0.5
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MAC Design: Approach and Issues

e Different transmitters do not coordinate with each other
— Wire-like links, deaf neighbors

* Transmitter tries to coordinate with intended receiver
— Half-duplex constraint
— Receiver can only receive successfully from one node at a time

* Novel design approach needed for pseudowired links

— MAC emphasis shifts from interference management/avoidance
to scheduling

— Distributed learning vs. centralized scheduling



Throughput (Gbps)

Memory-guided directional MAC (MDMAC)

Time (s)

Throughput (Gbps)

0.8
0.6
0.4
0.2

Stigmergic evolution of TDM-like schedule

I failed transmission

[ :successful transmission
. biacklisted slot

1 2 3
A=B
B
G

Frame 1

LB
B-C
G A

1

2

Frame 2

A
BOQ)C

—

Overall schedule evolution

Avoiding lockout via randomization

2-
a-

1
1
1

—_—
ST S—
-

Time (s)

Flow throughput (Gbps)

A=B
B=C
C=A

Frame n

Adaptation to traffic changes

1
0.8
0.6
0.4

0.2}

0

[

23-9 H—f-—-‘

e ]
-

9-15
9-12

&

1 15 2 25 3 35

Time (s)
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Design guidelines from fixed point analysis

Randomized holding time for slot governs P[Transmit = Idle] and P[Unavailable = Idle]
Randomized holding time for blacklisted slot governs P[Blocked = Idle]

+ 2-node network

P Py ) Transition probs for a
Pr+Ps ' Pr+Pp

Prr = pa (

_ DizP1 Pr P Dez Pr e pi, Pr
Pr+ Pg’ Pr+ Pp Pr+ Pp

Pru

16



Guidelines for a 4 node network

0.5
0 ®

'E ::::E:P==:_‘-6:6-:1:=-P::=_—.=6={—j‘-'2=}7:=*“ﬁ

£0.4f---p= 0 =

® ® £ eroonegioon
& = = "
__(P,,=0.001, P_ = 0.002) 11
0.3 _(pﬂ:D_D{}‘l , PBI= 0.001) )]

@ @ .u 02 04 06 0.8 I1

P

Long holding times (~500-1000 frames) give better throughput, but shorter
holding times are also OK
Performance insensitive to listening probability
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MDMAC performance: saturated traffic

- A MNYM™N
o O © O

O,

Network throughput (Gbps)

o

5
_8-10
1 I g;
BDSA o 8 A "
= A A A
%2’52’1’”‘0 B 6 A R A
8 | % ox ¥ *
Iy 1 £ 4 "
% _ * 25 node topologies
? 2 A 50 node topologies
20
25 50 < 0 S . 10
Number of nodes Topology number (simulation seed)

Aggregate network throughput Missed transmit opportunities
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TDM-like performance on a mesh network

4-5% “missed transmit opportunities”
Significantly better than benchmark directional slotted aloha

()]

~200

©
(o))

BIDSA
" IMDMAC

—
&)
o

N
©
~

N
©
()

(&)
o

Average jitter (ms)

Sum throughput (Gbps)
Average delay (ms
o
o

o

o
-

BIDSA BIDSA

. MDMAC . MDMAC

i h | a ‘

25 50 25 50 25 50
Number of nodes Number of nodes Number of nodes

Aggregate network throughput End-to-end delay Delay-jitter
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Joint resource allocation and routing

for mm-wave backhaul
(Model 2)

Maryam E. Rasekh, Dongning Guo, U. Madhow, Interference-aware routing and spectrum
allocation for millimeter wave backhaul in urban picocells, Allerton 2015.



Inside a dense city structure
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Extend current cell centers...
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...to a much denser deployment
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...to a much denser deployment
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Resource allocation

Each node uses nearest gateway: relatively independent
clusters of nodes around gateways

Problem of resource allocation and routing limited to small
clusters
— Centralized allocation

25



Interference model

* Allocate resources considering limitations:

(1) No simultaneous transmit and receive on any node

1--))) 1-—-(((

(2) Possible interference between aligned links

A B °< '////////[/IIIO
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Interference model

* Allocate resources considering limitations:

(1) No simultaneous transmit and receive on any node

1--))) 1-—-(((

27



Interference model
Example:

- Links A and B cannot be active simultaneously — node t would
have to transmit and receive simultaneously

- Links A and C can be active simultaneously

\t \t
\Ar\ [ NN N
\ . AN
\ N |
/\/ Y

Note that each line represents two links, one in each direction



Interference model

* Allocate resources considering limitations:

(2) Possible interference between aligned links

A B c< 7//////{//1:0

29



Interference model

Example:

Link E can cause interference on link F — since receiver at node w is
aligned with transmitter at node v

30



Resource allocation

e Resources (designated parts of available bandwidth) are

allocated to links
* Throughput of each link depends on the interference caused
by links using the same bandwidth (Shannon capacity)

S
r, = |log, (1+
z'!‘ No + Zlql

/

)df

q using
band df

 Network level throughput: bits per second transferred from
gateway to each node (over one or more hops)



Resource allocation

e Resources (designated parts of available bandwidth) are

allocated to links
* Throughput of each link depends on the interference caused
by links using the same bandwidth (Shannon capacity)

SZ
data rate of link / (bit/s) 77 = jlogz(l + Ydf
%ﬁj&“g \> Interference of link g on link /

bandwidth assigned to link /

 Network level throughput: bits per second transferred from
gateway to each node (over one or more hops)



Approach

oI, CEY
e Caratheodory theorem: \
if a point x of 1¢ lies in the convex hull of N
a set P, there is a subset P’ of P consisting \
. . . AN
of d+1 or fewer points such that x lies in S \
the convex hull of P N
IJD}‘ \&ﬂm

* Blow up problem size
* Simple convex optimization formulation

—Result size will be small

B. Zhuang, D. Guo, and M. L. Honig, “Traffic-driven spectrum allocation in heterogeneous networks,” IEEE J. Sel. Areas Commun. Special Issue on
Recent Advances in Heterogeneous Cellular Networks, 2015



Approach

oI, CEY
e Caratheodory theorem: \
if a point x of 1¢ lies in the convex hull of N
a set P, there is a subset P’ of P consisting \
. . . AN
of d+1 or fewer points such that x lies in S \
the convex hull of P’ N
IJD}‘ \&Im}

* Allocation to links = Allocation to subsets of links

— Llinks N nodes
— 2L —1 possible subsets of links

B. Zhuang, D. Guo, and M. L. Honig, “Traffic-driven spectrum allocation in heterogeneous networks,” IEEE J. Sel. Areas Commun. Special Issue on
Recent Advances in Heterogeneous Cellular Networks, 2015



Approach

Non-overlapping portions of available bandwidth allocated to
subsets of links

x p =spectrum allocated to subset P c {1,2,..., L}

prszl
P

Gateway Gateway 35



Problem formulation

* Goal: provide date rate a,d at node i

* Flow conservation: n—r—rn2oa.d



Problem formulation

* Goal: provide date rate a,d at node i

* Flow conservation: n—r—rn2oa.d

Direction/connectivity
bandwidth allocated \ll
to subset P 1’

Z XPZ”Z,Pfli zad,

Pc{l,....L} le P

spectral efficiency of link / —1\ T

when subset P is active

i=23,.,N

37



Problem formulation

* Goal: provide date rate a,d at node i [rz
4
~ /:3
I
 Flow conservation: n—r—rzad t’
a

Direction/connectivity

bandwidth allocated
to subset P 1’ ‘l’
+1  link/ runsinto node i

2O
Z XPZFI,Pfll _ ald’ f; =1—1  link  runs out of node i

Pc{l,...,L} leP

spectral efficiency of link / —1\
when subset P is active

T 0 link / 1s not connected to node i

i
r » =log(l+
l,P g( 14 Z]k_ﬂ )

ke P\{l} 38



Problem formulation

First attempt:

maximize d (delivered rate)
{xp}
subject to Z Xp = (resource constraint)
Pc{l,..,L}

Z xPZr,,Pfli—OtidZO, i=2,..,.N

Pc{l,..,L} le P
(flow balance)



Problem formulation

* Variables: X =[x;,%,,...,x,._,d]"

maximize  [0,0,...,0,1]X =cX
X

* Constraints: AX < b

1 1 O 1
o 0
Aoty = b=
— 4,
i dy 0]
A; = Z’” 1P, i

leP

J



Problem formulation

* Variables: X =[x;,%,,...,x,._,d]"

maximize  [0,0,...,0,1]X =cX
X

* Constraints: AX < b

1 1 0 ] 1] <«— resource constraint
. o 0
A(Nsz) - ) b= .
B A"f : ) ~ flow balance at each node
i Ay | 0

Ay = Z’”z,P,-fh

leP

J



Formulation 1

Insensitive to power/delay

— Long paths

— Redundancies

d =1.7297 bps
d/d,, =0.5

lin

Gateway

Link index 6 9
0 1 0 1 0 0 0 0 0 0 | 53.21
2 0 1 0 0 0 1 1 0 0 0 | 10.89
< 0 1 0 0 0 1 0 0 0 0 | 10.89
g 0 0 0 1 0 0 0 1 0 1 | 10.89
< 0 0 0 1 0 0 0 0 0 1 | 10.89
0 0 0 0 0 1 0 0 0 1 3.21
Total link
N 0 75 0 75 0 25 |10.89|10.89| 0O 25

42



Formulation 2

e Sum of link data rates under allocation as a proxy for
delay/power

e =D np, k=1..2"-1

le P,
* Penalize via modified objective function

maximize (c—As)X
{xp}

e Value of A>0 chosen to prioritize throughput



Choice of weighting factor A

maximize (g —As)X
{xp}

prioritize this term

If X, is better than X| in terms of throughput we should not discard it because
of delay, i.e. if

dy=cX, < d,=cX,
Then we want
cX| —AsX| £ cX, — AsX,
d, —d, > AsX, — sX,) @

+ Ad

1 2 Ad
(N 1)L —@

Gateway

Sufficient condition: /1 <




Choice of weighting factor A

maximize (g —As)X
{xp}

prioritize this term

If X, is better than X| in terms of throughput we should not discard it because
of delay, i.e. if

dy=cX, < d,=cX,
Then we want
cX| —AsX| £ cX, — AsX,
d, —d, > AsX, — sX,) @

+ Ad

2 Ad

1
Sufficient condition: /1 < @
Z alL + Ad ]

Gateway




Formulation 2

Prevents unnecessary link activation
No throughput cost

Is this the minimal solution..?

d =1.7297 bps 5
ateway
Link index 1 2 3 4 5 6 7 8 9
% 0 1 0 1 0 0 0 0 0 0 57.02
é 0 1 0 0 0 1 0 0 0 0 17.98
(V5]
_g 0 0 0 1 0 0 0 0 0 1 17.98
< 0 olo|lo|lo| 1|0 0| o0] 1 7.02
Total link
activation (%) 0 75 0 75 0 25 0 0 0 25




Minimal solution

Problem can be rewritten as:

maximize d =min{d,,d,,...,d y}
{xp}

subject to Z Xp =

Y xpd npfi—od=0, i=2..,N

Pc{l,..,L} leP

1
d, =— Z xPZrZ’Pfh-, i=2,...,N

O pcq,..Ly  lep

Caratheodory: optimal solution exists with allocation size < N
-- not necessarily unique



Minimal allocation

* Resulting allocation not minimal
— Sparse interference matrix, optimal solution not unique

— perturb interference matrix
* Optimize over resulting subsets for original problem

* Observed: allocation size £ N
— Actual number depends on perturbation values

Link index

(%]

'g o 0 1 0 1 0 0 0 0 0 0 75
o 98

< 3 o|lo|]of|lof|lof|1|lo0|O]|O]|1]| 25
Total link
activation (%) 0 /5101751012510 0 0 | 25

48



Effect of alighed LOS interference




Effect of alighed LOS interference

Interference to signal ratio

I RN N N N R

G

= = | o | = [ @ 0 o 0 0 0 0

Bl ©o - o « 0 02 « 0 0

- 5 0 0 0 0 0 0 o0 0 (jb

EN - 0 0o 02 0 0 0 0125 0 008

0 ® 0 0 o 0 0 0 0 0

0 02 o 0 0 0125 0 o «© 0
12 0 0 0 o0 0 0 00 0 0 o0

0 0125 02 O 0O 008 « 0 0 o

N o 0 0 0 0 0 0 | »  « | 0
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Effect of alighed LOS interference

With aligned interference Without aligned interference

Links in subset % allocation Links in subset % allocation
6 14.99 6 0.1111
26 By 4,6 0.1111
46 10.63 6,10 0.1111

4,12 0.2222
6,10 10.63

4,8,12 0.1111
4,12 31.88

6,14 0.1111
12,20 1063 2,12,20 0.1111
6,8,14,16,18,22 10.63 6,16,18,22 01111

d=0.3676 bps, d/d;, =0.1063 d=0.3844 bps, d/d,, =0.1111
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Results — New York City
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Results — New York City

Links in subset
1,3,5,7,16,
3,7,9,11,17,19
1,3,5,7,16,22
1,3,7,17,19,22
1,13,19,23
3,9,11,17,19,23
1,13,17,19,23
1,3,5,7,25
1,3,5,7,16,22,25
1,3,5,7,16,27,33
3,5,7,9,16,25,31

3,5,7,9,11,16,25,31
3,5,7,9,11,16,25,30,31
d/d,  =0.1716

d=0.5938 bps,

% allocation
3.27
1.21
3.26
0.56
29.57
5.87
9.52
9.14
3.27
17.16
7.09
5.32
4.76



Results — New York City

Links in subset
1,3,5,7,16,
3,7,9,11,17,19
1,3,5,7,16,22
1,3,7,17,19,22
1,13,19,23
3,9,11,17,19,23
1,13,17,19,23
1,3,5,7,25
1,3,5,7,16,22,25
1,3,5,7,16,27,33
3,5,7,9,16,25,31

3,5,7,9,11,16,25,31
3,5,7,9,11,16,25,30,31
d/d,  =0.1716

d=0.5938 bps,

% allocation
3.27
1.21
3.26
0.56
29.57
5.87
9.52
9.14
3.27
17.16
7.09
5.32
4.76



Results — New York City

Links in subset % allocation
3,5,7,9 0.0435
1,3,5,9,17 0.1304
3,9,15,17,31,33 0.1739
1,3,9,15,17 0.0435
3,9,15,17,26 0.2174
7,13,15,21,28 0.0435
3,5,7,24,28 0.0435
* 5Gbps link data rate 5,7,13,21,28,30 0.1304
— 500Mbps per-node rate 5,7,13,19,21,28,30 0.0435

* 10-20 Gbps link data rate

- 1-2Gbps per-node rate 5,7,11,13,19,21,28,30 0.1304

d=0.6016 bps,  d/d, , = 0.1739



Results — New York City

Links in subset % allocation
3,5,7,9 0.0435
1,3,5,9,17 0.1304
3,9,15,17,31,33 0.1739
1,3,9,15,17 0.0435
3,9,15,17,26 0.2174
1739 7,13,15,21,28 0.0435
3,5,7,24,28 0.0435
* 5Gbps link data rate 5,7,13,21,28,30 0.1304
— 500Mbps per-node rate 5,7,13,19,21,28,30 0.0435

* 10-20 Gbps link data rate

- 1-2Gbps per-node rate 5,7,11,13,19,21,28,30 0.1304

d=0.6016 bps,  d/d, , = 0.1739
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Mm-wave enables aggressive spatial reuse

Control Plane (e.g. LTE network)

7/2/2016



Exploiting space

1 resource block:
180 kHz = 12 subcarriers

LTE resource blocks (OFDMA): i

| resource block par  —

. I TTI = 1 ms = 2 slots ”””””””’
— Time - frequenc W TIIIINIIIIIsN
q y BY//////L L)/
TS TIIIIIrIIresIsy
s TITTIIrIrrsey
Ty TITTIsIsIsreyy
Ty TITIIIIrIIIsy
TS TPy
IS FITINIrrss

Mmwave Resource blocks:
— Time - frequency - space

* |Increased spatial reuse is always an option, but:

—In LTE: Increase in spatial reuse =» decrease in
spectral efficiency (due to interference)

—In mm-wave: Directive links allows increased
nnos SPatial reuse without loss in spectral efficiency -



Big picture
* Interference characterization and capacity
estimate for mm-wave

* Geometric interference analysis tailored to
urban canyon

BS2
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Key results

* Interference is not a big problem

— Main lobe interference vanishes after a few cells
— Side lobe interference is relatively small

=>»Hardware/noise limited performance
attainable with minimal coordination among
base stations



Main lobe interference model

 For large antenna arrays, main lobe is well
modeled by a single ray.




Main lobe interference escapes upward

* The main beam from a face creates
interference for at most /V,,,,.adjacent BSs in
the direction it is facing.

H hma:z:
Nmaa: — ’_ BS T
HBS — hma:v
HBS = om

|

N I IR U

hmaaf; = 2m —Real ray

---Virtual ray 0
7/2/2016 N maxr — 2 ) ! , ‘ ; . . . 1 % 0

I B




Proof:

—Real ray
---Virtual ray

Niolznae ) NLoS3

a
X4 _u;Z‘.Xu—— [—]irj:B g'“@n%ax @5)
2/2045 _HBS Zu—Hé)SO Z —HBS _Zu_H§S




Side lobe interference




Side lobe interference

BS 4., Pavement BS, n=1 Bs.,

K 00
DI N D Py i} o Cp—BKd
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Side lobe interference
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derivation:
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Path lengths
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Proof: (cont)
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Assumptions

* Reasonable approximations for path lengths
* Reflection loss of 5 dB

e Tx: 32 x 32 andRx: 4 x 4

* For { > 3 where Tx antenna gain could only
be in side lobe levels.

7/2/2016



. Cumulative sidelobe interference/signal ratio
Tx:32 x 32 ,Rx:4 x 4

| | | | ——d=20
40Fes ,,,,,,,,,,,,,,,,,, ,,,,,,,,,,,,,,,,,, ,,,,,,,,,,,,,,,,,, ,,,,,,,,,,, d=20, n=0,1 |
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9 6, Bl ‘ : —e— d=60

T
- i
)
T

)
..l
- T
-
. —
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Beyond the region of mainlobe interference (K>2)
7/2/2016 side-lobe interference is insignificant



Simulation results

7/2/2016

CCDF of SIR

SIR
1
0.97 ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, |
08 N :
0.7k X R :
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0.3F R :
0.2 i\
011 —d=20
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0
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dB

justify our predictions of more than 40dB SIR by FR=137



Data rate limited by hardware, not

interference
1. FR=1 (blue)
2. FR=1 with minimal coordination (black)
3. FR=3 (red)
1

r = Fmin (rmaz,log(1 + SINR)

Tmaz = 6bps/Hz (64QAM)

1.2 Tops/km (BW =2GHz)
The potential capacity is huge!



POTENTIAL CAPACITY GAINS OVER
CONVENTIONAL CELLULAR NETWORKS



LTE DOWNLINK CAPACITY



Carrier and BW Capacity / km?

LTE Operator 1 1x 10 MHz @ 800 MHz 156 Mbps
1 x5 MHz @ 900 MHz
1x20 MHz @ 1800 MHz
2x5MHz @ 2100 MHz
1 x20 MHz @ 2600 MHz

LTE Operator 2 1x 10 MHz @ 800 MHz 120 Mbps
1 x5 MHz @ 900 MHz
1x10 MHz @ 1800 MHz
3 x5 MHz @ 2100 MHz
1x20 MHz @ 2600 MHz

LTE Operator 3 1x 10 MHz @ 1800 MHz 120 Mbps
4x5MHz @ 2100 MHz
1x20 MHz @ 2600 MHz

LTE Operator 4 1x5 MHz @ 900 MHz 120 Mbps

1x10 MHz @ 1800 MHz
3 x5 MHz @ 2100 MHz
1x20 MHz @ 2600 MHz

LTE Advanced operator 1 x40 MHz @ 3.5 GHz 96 Mbps
Total 255 MHz 612 Mbps

Saute;,zl/\g).lg2013). 3G, 4G and beyond: bringing networks, devices and the web together. nghn
Wiley & Sons.



FIGURE 1: Total RAN Capacity Density

Subscribers
Mbps per km? (O00s) per km?2

2,000 b

add LTE small @

1,500 3
1,000 2
@® add LTE macro
add Wi-Fi
500 1

o @ HSPA macro baseline o

Dealing with Density: The Move to Small-Cell Architectures ruckus wireless, Ruckus wireless,
white,paper 22



Achievable capacity along a canyon
(Gbps/km) in mm-wave cellular

— - “

QPSK

16 QAM 64 QAM QPSK 16 QAM 64 QAM

8 x 8 80 160 240 400 800 1200
(60%)  (30%) (20%)  (100%) (100%)  (88%)

32x32 80 160 240 400 800 1200
(100%)  (90%) (70%)  (100%) (100%)  (90%)
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1 km?in Manhattan ~ 15 canyons
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Capacity per unit area

255 MHz 2 GHz
Bandwidth
Capacity / km? < 1.5 Gbps 18 Tbps 12,000x
(15 x 1.2 Thps)
1.2 Tbps ~800x
(15 x 80 Gbps)
Spatial reuse - - ~1500x

~100x

Well beyond Cellular 1000X is achievable (in principle) .

7/2/2016



Take-aways

* Geometric analysis with some idealizations

— Assuming everything works, we can even get to
Cellular 10000X!

* Design implications:
— hardware rather than interference/noise is the
bottleneck even as we scale down cell size

— Orthogonalization is wasteful when links are so
highly directive

— Coordination with nearby picocells is important

7/2/2016 26



INTRA-CELL INTERFERENCE
(FUTURE WORK)

7/2/2016
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Interference characterization

28



L.oS vs. NLoS intra-cell interference

LoS NLoS
interference interference

Path loss X v
Rx gain X
Reflection loss  [%

NN N




SIR characterization

P5olG Ry
STR,, — L22!CR
Piolgra
P & Userl
Signal to mull ratio for Tx1 = — 'i'

P

SIR,» > Signal to null ratio for Tx1
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Null-forming

4 ZF Problem O
mjx \ngxt(wo)F
subject to: ||#[]* =1

H 2
0" xi(w) =0 ¢=1,.,Q P = o7 x¢(w)]
s : % Quantized Algorithm

P(wo)
25:1 P(wq)
Subject to: ¢; € {£1 ]}

maximize vy =

N

Ramasamy, D., Venkateswaran, S., & Madhow, U. (2012, February). Compressive adaptation of large steerable arrays. In
Information Theory and Applications Workshop (ITA), 2012 (pp. 234-239). IEEE.




Preliminary simulation results

Signal to null ratio

Signal to null ratio

Main beam loss

Main beam loss




Millimeter wave
References and Open Issues

Upamanyu Madhow
ECE Dept, UCSB

2016 Summer School, 1ISc Bangalore



LoS MIMO

Sheldon, Seo, Torkildson, Madhow, Rodwell, A 2.4 Gb/s millimeter-wave link using
adaptive spatial multiplexing, APS-URSI 2010.

Torkildson, Madhow, Rodwell, Indoor millimeter wave MIMO: feasibility and
performance, |IEEE Trans. Wireless Comm., Dec 2011.

Mamandipoor, Sawaby, Arbabian, Madhow, Hardware-constrained signal processing for
mm-wave LoS MIMO links, Asilomar 2015

Irish, Quitin, Madhow, Sidestepping the Rayleigh limit for LoS spatial multiplexing: a
distributed architecture for long-range wireless fiber, ITA 2013.

Irish, Quitin, Madhow, Achieving multiple degrees of freedom in long-range mm-wave
MIMO channels using randomly distributed relays, Asilomar 2013.

Open Issues
* Hybrid analog/digital signal processing architectures and
e algorithms (design and evaluation under different channel
* models)
 Fundamental limits under abstractions of hardware
* constraints
e Distributed architectures
 Hardware demonstrations



Large Arrays

Ramasamy, Venkateswaran, Madhow, Compressive adaptation of large steerable arrays, ITA
2012.

Ramasamy, Venkateswaran, Madhow, Compressive parameter estimation in AWGN, |EEE Trans.
Signal Proc., December 2014.

Marzi, Ramasamy, Madhow, Compressive channel estimation and tracking for large arrays in
mm wave picocells, |IEEE J. Selected Topics in Signal Processing, April 2016. (See also Allerton’12
paper by Ramasamy, Venkateswaran, Madhow).

Mamandipoor, Ramasamy, Madhow, “Newtonized Orthogonal Matching Pursuit:

Frequency Estimation over the Continuum,” to appear, IEEE Trans. Signal Processing (see also
GlobalSIP’15 paper by same authors).

Open Issues

 Demonstrating compressive estimation for large arrays
experimentally (beamforming, nullforming, tracking)

* Hybrid transceiver architectures, multi-user MIMO



Mm-wave Picocells

Marzi, Ramasamy, Madhow, Compressive channel estimation and tracking for large arrays in
mm wave picocells, |IEEE J. Selected Topics in Signal Processing, April 2016. (See also Allerton’12
paper by Ramasamy, Venkateswaran, Madhow).

Zhu et al, Demystifying 60 GHz Outdoor Picocells, Mobicom 2014.

Marzi, Madhow, Zheng, Interference analysis for mm-wave picocells, Globecom 2015

Open Issues

Demonstrating compressive picocell architecture experimentally
Abstractions for protocol design and evaluation

Base station coordination, handoffs, end-to-end performance



Mesh Networks

Singh, Mudumbai, Madhow, Interference analysis for highly directional 60-GHz mesh networks:
the case for rethinking medium access control, IEEE/ACM Trans. Networking, October 2011.
Singh, Mudumbai, Madhow, Distributed coordination with deaf neighbors: efficient medium
access for 60 GHz mesh networks, |EEE Infocom 2010.

Rasekh, Guo, Madhow, Interference-aware routing and spectrum allocation for millimeter
wave backhaul in urban picocells, Allerton 2015.

Open Issues

Comprehensive design and evaluation for picocellular backhaul and last
mile applications

Tractable optimization framework and interference/propagation models
Architectures and evaluation for novel system concepts (e.g., drones,
satellites)

Analytical characterization and optimization of decentralized mesh
networks



Millimeter wave radar

Mamandipoor et al, Spatial-Domain Technique to Overcome Grating Lobes in Sparse
Monostatic mm-Wave Imaging Systems, IMS 2016.

Mamandipoor, Ramasamy, Madhow, “Newtonized Orthogonal Matching Pursuit:
Frequency Estimation over the Continuum,” to appear, IEEE Trans. Signal Processing (see
also GlobalSIP’15 paper by same authors).

Open Issues
Fundamental characterization of short-range delay/Doppler imaging

Design and evaluation in specific contexts: gesture recognition,
vehicular automation

Interface with machine learning algorithms
Prototyping and experimental validation



ADC-limited communication

Ponnuru, Seo, Madhow, Rodwell, Joint mismatch and channel compensation for high-speed
OFDM receivers with time-interleaved ADCs, IEEE TCOM, August 2010.

Singh, Dabeer, Madhow, On the limits of communication with low-precision analog-to-digital
conversion at the receiver, [IEEE TCOM, December 2009.

Wadhwa, Shanbhag, Madhow, Space-time slicer architectures for analog-to-information
conversion in channel equalizers, ICC 2014.

Roufarshbaf, Madhow, Analog multiband: efficient bandwidth scaling for mm wave
communication, |IEEE J. Selected Topics in Signal Processing, April 2016.

Open issues

Fundamental limits and architectures for various settings
-- mm-wave MIMO with large bandwidths

--low-power, short range links

Hardware demonstrations
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