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Abstract—We investigate distributed beamforming
from a cluster of N cooperating transmitters to a distant
destination over a wideband dispersive channel. Feedback
from the destination is critical for enabling this. In
order to develop protocols that scale to arbitrarily large
numbers of cooperating nodes, we restrict attention to
aggregate feedback broadcast from the destination to the
entire transmit cluster, rather than per-transmitter chan-
nel feedback as in conventional feedback-based MIMO
systems. We first show that naive application of a one-bit
feedback algorithm developed for narrowband channels
to each subcarrier in an OFDM system does achieve
beamforming gain on each subcarrier, but results in an
effective channel at the destination with severe phase
discontinuities across frequency, which is not amenable to
standard receive channel estimation algorithms. We then
show that it is possible to enforce smoothness of phase
across frequency by augmenting the feedback to 2 bits per
subcarrier, which enables modeling and estimation of the
effective channel as sparse in the time domain. Our pre-
liminary results show that, even when the SNR per node
is well below the threshold for reliable demodulation, it is
possible to bootstrap using the N -fold power pooling gain
obtained from incoherent combining of the signals from
multiple transmitters, and to attain a significant fraction
of the N2-fold beamforming gain using the proposed
algorithm. We also discuss a number of open issues,
recognizing that this is only a first step in developing
scalable, wideband, distributed MIMO systems.

I. INTRODUCTION

Distributed MIMO refers to a class of commu-
nication schemes in which a cluster of cooperating
nodes emulates a virtual antenna array. Realization
of this concept requires tight synchronization among
the nodes, and there has been significant progress in
recent years in developing and prototyping algorithms
for achieving such distributed synchronization, with
feedback from the receiver (either explicit, or implic-
itly obtained from channel reciprocity) playing a key

role. In conventional feedback-based MIMO systems,
explicit feedback is typically in the form of quantized
estimates of the channel for each antenna. While this
works for a relatively small number of antennas, for
distributed MIMO systems, we would like to devise
feedback strategies that scale to an arbitrary number
of cooperating nodes. An interesting example of this
is the one-bit feedback algorithm [1] for distributed
transmit beamforming, in which cooperating transmit-
ters employ a randomized ascent strategy for adapting
their phases to achieve a beamforming solution based
on a single bit of common feedback broadcast by the
destination. Since the transmitters adapt their phases
independently, this allows the protocol to scale to
arbitrarily many cooperating nodes. It is of interest
to explore, therefore, whether this model of aggregate
feedback broadcast to the cooperative cluster is more
generally applicable to devise scalable protocols for
distributed MIMO.

Approach and Overview: In this paper, we explore the
concept of aggregate feedback for distributed transmit
beamforming over wideband dispersive channels. A
natural approach is to employ the one-bit feedback
algorithm over each subcarrier in an OFDM system,
and this indeed works as expected, achieving co-
herent combining at the receiver of the transmitted
signals for each subcarrier. However, because this is
a randomized ascent algorithm, the received phase for
different subcarriers are essentially unrelated. Thus, the
effective channel at the receiver exhibits severe phase
discontinuities across frequency. This is incompatible
with standard OFDM channel estimation algorithms,
which assume a level of smoothness in phase across
frequency consistent with the time dispersion in the
class of channels being designed for. In this paper,
we show that by augmenting the algorithm with 1 bit
of additional feedback per subcarrier, we can achieve
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smoothness in the phase of the effective channel at
the receiver without any impact on the convergence of
the basic 1-bit algorithm. We show that the effective
channel thus obtained is smooth enough to be estimated
by the receiver based on a small number of pilot
subcarriers. The performance of the 2-bit algorithm
is compared against two benchmarks. The first is the
noncoherent combining benchmark, in which transmis-
sions are loosely synchronized in time, but make no
attempt to synchronize in phase at the receiver. This
is the initial condition for bootstrapping our aggregate
feedback scheme, and corresponds to a roughly N -fold
“power pooling” gain, but the effective channel seen by
the receiver still sees substantial frequency selectivity.
The second is the ideal beamforming solution which
provides roughly N2-fold gain in received power, to-
gether with significant reduction in frequency selectiv-
ity due to diversity combining across transmitters. We
observe that the 2-bit feedback algorithm approaches
the beamforming solution when the SNR for the power
pooling solution is “high enough” (e.g., beyond 5 dB),
but that it has difficulty in progressing much beyond the
power pooling initial condition when the power pooled
SNR is low (e.g., 0 dB or below). We leave open the
issue of whether the 2-bit algorithm can be effectively
bootstrapped in such a noisy regime.

Related work: While idealized distributed MIMO
has long been the subject of information-theoretic
investigation, over the past few years, there has been
significant progress in algorithms and experimental
demonstrations that address the difficult synchroniza-
tion problems in realizing these concepts. Demonstra-
tions of base station or access point cooperation based
on a fast wired backhaul in cellular and WiFi con-
texts include [2], [3]. All-wireless demonstrations of
distributed beamforming include [4]–[6]. In particular,
the demonstrations in [4], [5] are based on the one-
bit aggregate feedback algorithm in [1]. However, this
prior work on aggregate feedback, both theoretical and
experimental, has focused on narrowband systems [7].
To the best of our knowledge, this is the first paper to
investigate aggregate feedback for wideband dispersive
channels.

Feedback-based centralized MIMO schemes are
typically based on sending quantized estimates of the
spatial channel for each antenna [8], and hence do not
scale beyond a small number of antennas. The recent
activity in massive MIMO [9] focuses on centralized
arrays with a large number of antennas, and is typi-
cally based on the assumption of time division duplex
(TDD), with channel estimates derived implicitly using

reciprocity. In principle, reciprocity-based techniques
should also yield scalable distributed MIMO systems
employing TDD. However, in order to scale FDD-
based distributed MIMO (for which reciprocity does
not apply) to a large number of nodes, aggregate
feedback is an attractive approach, since the receiver
does not need to be cognizant of the number or identity
of cooperating nodes.

The remainder of this paper is organized as fol-
lows; in section II, the system model is presented and
the dispersive channel considered in the evaluation is
described. The iterative feedback algorithm used for
phase synchronization is explained in section III and
its performance is analyzed in section IV. Conclusions
and areas for further analysis of the proposed methods
are reviewed in section V.

II. SYSTEM MODEL

As depicted in Fig. 1, we consider a cluster of M
cooperating transmitters that wish to communicate a
common message to a distant destination. The channel
between the mth transmitter and the destination is
denoted by Hm(f), m = 1, ...,M . In our simulations,
we model these channels as independent realizations
from a bandwith dependent tapped delay line model
with exponential power delay profile [10] and all
realizations are normalized to power of 0 dB. The
channel model is

h(t) =

k∑
i=1

αiδ(t−
i

W
)

where W is the bandwith of the transmitted signal and
k = τdW assuming there are no multipath components
after the delay spread τd and amplitudes of the taps are

αi ∼ CN(0, abi),

where b = exp(− 1
Wτrms

) and a = 1− b. Fig. 2 shows
a typical channel realization with root mean squared
delay τrms = 1µs as a typical RMS delay spread value
in an urban area [11], W = 10 MHz, τd = 4.7µs and
carrier frequency fc = 2.5 GHz. We note that that there
are several significant fades.

We consider OFDM with N subcarriers, with sub-
carrier spacing smaller than the channel coherence
bandwidth. We assume that the transmitters are syn-
chronized in terms of clock and carrier frequency (this
can be achieved by a number of mechanisms, including
using a master-slave architecture), but have timing and
phase offsets that are a priori unknown. Assuming that
the transmitters are coarsely synchronized in timing
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Fig. 1: System Model with M transmitters transmitting
on N subcarriers on multipath channels
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Fig. 2: Frequency response of realization of a wideband
channel with τd = 4.7µs, over N = 1024 subcarriers,
with a total bandwidth of W = 10 MHz and fc = 2.5
GHz

such that residual offsets are significantly smaller than
the channel time dispersion, we can absorb these timing
offsets within the OFDM cyclic prefix. Thus, the key
problem that we focus on here is the problem of
coherent phase combining for each subcarrier

We are interested in regimes in which the received
SNR corresponding to any given transmitter is too low
to permit reliable communication at the desired rates. If
the (loosely synchronized) transmitters emit a common
message at an agreed upon time, then the effective

channel seen by the receiver is

Gnc(f) =

M∑
m=1

Hm(f) (1)

where the subscript denotes that the channels from dif-
ferent transmitters are being combined noncoherently.
Thus, while the net received power increases (assuming
each transmitter sends at a fixed power), we still
see significant frequency selective behavior, as shown
in Fig 3(a), which shows a typical effective channel
obtained from such noncoherent power pooling.

If each transmitter knows its channel to the receiver,
the optimal strategy, subject to a per-transmitter power
constraint, is to employ waterfilling. In this paper, how-
ever, we consider a suboptimal strategy in which each
transmitter simply adjusts its phase at each subcarrier
to compensate for the channel, while keeping its power
constant across subcarriers. Specifically, if the mth
transmitter applies a precoder of the form

Pm(f) = e−j∠Hm(f)

then the net channel obtained is

Gc(f) =

M∑
m=1

Pm(f)Hm(f) =

M∑
m=1

|Hm(f)| (2)

we term this solution the ideal beamforming solu-
tion. Fig 3.a benchmark plot shows a typical effective
channel obtained from ideal beamforming. In addition
to power pooling and beamforming gains at each
frequency, we also notice a diversity gain resulting in
a significant reduction in frequency selectivity.

As we shall see, the one-bit feedback algorithm
applied independently to each subcarrier leads to a
solution of the form

G1bit(f) = ejφ(f)
M∑
m=1

|Hm(f)| (3)

so that we are achieving beamforming gain at each fre-
quency, but with arbitrary frequency-dependent phase
shifts φ(f) because we are not coordinating across
subcarriers. Thus, the smoothness of phase across
frequency that is a characteristic of natural channels,
and is relied upon by receiver estimation algorithms,
gets destroyed.

We show that a simple modification which runs in
parallel to the one-bit feedback algorithm, in which the
receiver sends back 1 additional bit (per subcarrier)
to help enforce phase continuity, can be used to ap-
proach the ideal beamforming solution up to a constant
phase offset. That is, the effective channel approaches
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Geff (f) = Gc(f)e
jφ, where φ does not depend on

frequency. This allows the receiver to use standard
channel estimation algorithms that exploit smoothness
of phase across frequency once it switches to decision-
directed or pilot-based estimation.

III. PHASE SYNCHRONIZATION WITH PERIODIC

FEEDBACK

A. Narrowband channels

The 1-bit feedback algorithm is a simple iterative
procedure that synchronizes the received signals cor-
responding to all the transmitters without attempting
to explicitly estimate channel states. In this procedure,
time is divided into slots and each transmitter m applies
a beamforming weight of 1ejθm(n) to its transmitted
signal in slot n. In each slot, each transmitter applies a
random perturbation to its phase. At the end of the slot
the receiver broadcasts one bit of feedback indicating
whether or not the RSS has improved compared with
the previous iteration. Upon receiving the feedback,
transmitters adopt the latest beamforming phase if RSS
has improved and undo the perturbations if it has
degraded. This procedure is repeated until coherence is
achieved. The resulting beamforming phases compen-
sate for the phase of the channel response as well as the
phase offsets of the local oscillators. The feedback from
the receiver based on the received power observation
in iteration n is formulated as:

Fn =

{
1 r[n] > rbest[n]

0 r[n] < rbest[n]
(4)

rbest[n] = max
t<n

r[t]

Each transmitter m keeps track of the best beam-
forming phase so far, θmbest(n). At the beginning of
each slot, a random perturbation δm(n) is added to
this phase and the beamforming phase used in slot n
is equal to:

θm(n) = θmbest(n) + δm(n)

Based on the feedback from the receiver, each
transmitter updates its best beamforming phase to:

θmbest(n+1) =

{
θmbest(n) Fn = 0

θm(n) = θmbest(n) + δm(n) Fn = 1

(5)

B. Extension to wideband channels: the 2-bit feedback
algorithm

A wideband frequency selective channel is par-
allelized into flat fading subcarriers using OFDM,
hence we can directly apply the narrowband one-bit
algorithm However, the beamforming phases evolve
independently for different subcarriers, which results
in a lack of continuity in the received signal phase
across subcarriers. As shown in Fig. 3, the noncoherent
benchmark for 10 transmitters has a smooth phase
response at the receiver, but the phase response after
adaptation based on parallel 1-bit feedback algorithms
exhibits severe discontinuities. This can be problematic
when using a standard OFDM receiver, where typically
a number of subcarriers are reserved as pilots for
channel estimation and no data is transmitted on them.
The receiver interpolates the channel response between
these pilots to obtain estimates for the channel response
of all other subcarriers. These channel estimates are
then used to decode the symbols sent on the data
carrying subcarriers. After the initial training phase, our
goal is to treat cluster of nodes as a single transmitter
at the receiver side. We therefore modify the 1-bit
algorithm to provide an effective channel that is smooth
across subcarriers.

In order to obtain channel continuity, an additional
bit of feedback is sent by the receiver for each subcar-
rier demanding all transmitters to either increase the
phase of their beamforming weight by a predefined
increment of γ or remain at the same phase for that
subcarrier (on top of their individual random pertur-
bations for the one-bit algorithm). In order to achieve
phase continuity at the channel seen by receiver, the
receiver compares the phase of each subcarrier with
the average phase of all subcarriers and send feedback
that will bring this phase closer to the average. For
iteration n and subcarrier frequency fi, the feedback
decision for the second bit at the receiver is formulated
by defining g[fi, n] such that:

g[fi, n] = r∗[fi, n]

N∑
j 6=i

r[fj , n]

for i = 1, .., N and r[fi, n] is the received signal at
ith subcarrier. Then, feedback bit for each subcarrier
is decided by comparing ∠g[fi, n] with the predefined
constant α and incrementing beamforming gains ac-
cordingly as
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Fig. 3: Amplitude and phase of net channel response of 10 transmitter for A) non-coherent combinations, B)
coherent combination after convergence of 1-bit feedback, C) coherent combination and smoothing with 2-bit
feedback

θmbest[fi, n+ 1] =

{
θmbest[fi, n] + γ ∠g[fi, n] > α

θmbest[fi, n] otherwise

(6)

That is, while the one-bit feedback algorithm is
adapting the phases at each subcarrier to achieve
beamforming gain, we are running a consensus-style
algorithm on the received phases to attain phase con-
tinuity across subcarriers. However, instead of directly

comparing phases, we work with complex amplitudes
in order to avoid phase wrapping issues, and to provide
a soft averaging mechanism in which subcarriers with
larger received amplitudes have larger weight. The
resulting net channel response of the 2-bit feedback
algorithm is shown in Fig. 3(c) for 10 transmitters
beamforming over a dispersive channel with delay
spread of 4.7µs using 1024-subcarrier OFDM with
frequency spacing of 9.76kHz. It can be seen that the
channel phase response is smooth. The amplitude re-
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mains equal to the amplitude provided by beamforming
(i.e. equal to the sum of the channel amplitudes of
all transmitters), since the one-bit feedback algorithm
operates in parallel to the phase smoothing mechanism
using the second bit. The diversity provided by pooling
the power of 10 transmitters significantly decreases fre-
quency selectivity relative to both a single transmitter
and noncoherent power pooling

IV. PERFORMANCE

Fig. 4 shows the progress of net received signal
power (summed over subcarriers) with time for 10
transmitters. The corresponding symbol error rates for
each scenario (analytically calculated based on the
received SNR, assuming QPSK modulation) are shown
in Fig. 5. We vary the SNR per user at the receiver
across curves, keeping the transmit power the same.
The initial condition for the algorithm is non coherent
power pooling, and the progress towards the ideal
beamforming solution depends on the noise level. We
see that the 2-bit algorithm is fairly robust to noise, and
enables reliable operation in regimes where a single
transmitter would not be able to close the link without
going to very low spectral efficiencies. However, there
is some noise threshold beyond which the algorithm
breaks down. For example, even when the SNR per
user is as low as -5 dB, we do attain a significant
fraction of the beamforming gain, but when the SNR
per user dips to as low as -10 dB, we barely progress
beyond noncoherent power pooling. We conjecture that
this threshold effect is based on how large the power-
pooled SNR that we bootstrap with is, but more anal-
ysis and performance evaluation, as well as potential
optimization of the two-bit algorithm, are needed to
come up with quantitative guidelines.

The benchmark for perfect beamforming gain is
shown in Fig. 3(c) along with the net channel ampli-
tude after beamforming for comparison. This value is
calculated in (7) for subcarrier frequency fk as:

|Hopt(fk)| =
M∑
m=1

|Hm(fk)| (7)

where M is the number of transmitters and m is the
transmitter index. In the proposed scheme, the process
of channel smoothing is performed independently from
beamforming, i.e. based on the smoothing feedback
all transmitters apply the same phase rotation in each
subcarrier causing a rotation in the net channel phasor
but leaving its amplitude unchanged and beamforming

gain unaffected. Consequently, the performance of 2-
bit beamforming with OFDM modulation is identical
to the basic 1-bit feedback procedure in a narrowband
link, hence the speed of convergence, as seen in Fig. 4,
is similar to the predictions of [12] for the basic 1-bit
feedback algorithm. For noiseless feedback, using op-
timum phase perturbation increment size of 9 degrees
(obtained from simulations), 75% of beamforming gain
is obtained after 5M = 50 iterations. This step size,
however, may not be optimal in the noisy settings
considered here, and basic analysis of the one-bit
feedback algorithm under noise is an open issue.
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Receiver channel estimation: The resulting channel
after convergence is relatively smooth and can be
estimated by the receiver from a subset of subcarriers.
In the LTE standard, channel estimation is performed
at the receiver by interpolating the channel measured
from a number of pilot subcarriers. One in six subcar-
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riers are allocated for pilot transmission and channel
sounding and the remaining subcarriers are used for
data transmission. The net channel after convergence of
2-bit feedback is smooth in phase and relatively smooth
in amplitude therefore channel estimations obtained by
interpolation between one every seven subcarriers is
low. The variation of interpolation error with iteration
time is shown in Fig. 6.

V. CONCLUSIONS

We have shown that distributed transmit beamform-
ing with aggregate feedback can be extended to wide-
band frequency selective channels while preserving the
smoothness of the channel seen by the receiver. The
concept of aggregate feedback allows us to bootstrap
the noncoherent power pooling solution (already a
factor of N better than for a single transmitter) towards
the beamforming solution.

We view this work as a first step in developing a
framework for scalable wideband distributed MIMO.
Even for our specific problem of distributed transmit
beamforming, there are a number of open issues. For
example, is it possible to bootstrap without any training
data at all? Our initial noncoherent power pooling solu-
tion is smooth across subcarriers. Can we use the 2-bit
algorithm to maintain this smoothness, while making
decisions and generating decision-directed feedback
using differentially coherent modulation? Another im-
portant issue is to determine the fundamental limits
of this approach, in terms of the lowest SNR per
user, or power-pooled SNR, at which we can oper-
ate. Answering this question might require revisiting
and optimizing the one-bit feedback algorithm in the
presence of noise. Finally, we would like to model and
mitigate the effects of clock drifts (which affect our
assumptions of frequency synchronization and loose
timing synchronization across the transmit cluster), as
well as mobility. Our overall goal is to come up with
cross-layer designs in which minimal modifications are
required to existing cellular and WLAN architectures
to accommodate node clusters acting as a single node.
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