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Abstract

Medium Access Control and Bandwidth Allocation in

Millimeter-Wave and WiFi Networks

Sumit Singh

The past decade has witnessed a wireless revolution with the proliferation of

wireless devices, an explosive increase in the number of users, and a surge in

bandwidth-hungry multimedia applications over wireless networks. Current gen-

eration wireless networks are not equipped to handle the stringent demands on

network resources imposed by the confluence of these wireless usage trends. Mo-

tivated by the imminent need for effective solutions to this problem, we explore

a few promising approaches to meet the increasing demand for higher data rates.

Our primary focus is on two fundamental components of a network architecture:

wireless medium access control (MAC) and bandwidth allocation.

The first part of this dissertation investigates medium access control for a new

generation of short-range indoor and outdoor wireless networks with multiGiga-

bit link speeds, envisioned to operate in the unlicensed 60 GHz “millimeter (mm)

wave” band. In addition to the abundant unused bandwidth (e.g., 57-64 GHz in

the U.S.), and the potential for high spatial reuse, we are motivated by the recent

advances in low-cost mm wave transceiver designs using inexpensive silicon pro-

cesses. In the second part of this dissertation, we rethink MAC design for efficient

x



support of real-time and delay-insensitive traffic over mesh networks operating in

the 2.4 and 5.8 GHz WiFi bands. Specifically, we present Sticky CSMA/CA, a dis-

tributed MAC protocol that achieves time division multiplexing-like performance

for real–time flows such as voice over IP (VoIP), without requiring network-wide

synchronization. Finally, the third part of this dissertation presents a flexible

framework for sharing the transport capacity of multihop wireless networks so

as to achieve a desired tradeoff between throughputs achieved by flows and their

resource usage, while ensuring efficient network utilization. We show that our

resource sharing mechanisms can be implemented as decentralized protocols.

Some key ideas presented in this dissertation have broad applications in wire-

less network protocol design. Both the Memory-guided Directional MAC (MD-

MAC) designed for outdoor 60 GHz mesh networks, and Sticky CSMA/CA,

demonstrate the promise of currently under-utilized tools of memory and learning

in achieving distributed, implicit network coordination with little overhead. Our

60 GHz MAC protocols are among the few that address networks in which every

link is constrained to be directional, in contrast with many prior pseudo-directional

networking proposals that employ some form of omnidirectional communication

for control. Finally, this dissertation demonstrates the crucial role of cross-layer

considerations in wireless network protocol design.
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Chapter 1

Introduction

Over the past decade, much of the world has witnessed a wireless revolution.

In their various forms, wireless networks enable untethered access to communica-

tion services. While much of the initial growth has been driven by the popularity

of cellular telephony, IEEE 802.11 standards-based wireless data networks such

as Wireless Fidelity (WiFi) have become very common in college campuses, en-

terprises, airports, cafeterias and homes as the technology of choice for Internet

access. However, both cellular and WiFi networks essentially offer single hop

connectivity to the wired backbone. More recently, wireless mesh networks have

been proposed as a cost-effective alternative to deploying a wired infrastructure to

extend Internet services to new areas. In a wireless mesh network, wireless clients

connect to a wired Internet backbone via multiple hops through a backhaul mesh

of wireless routers.

1



Chapter 1. Introduction

While wireless data rates have steadily increased through the past decade, the

network usage patterns have undergone a drastic shift as well. On one hand,

the number of wireless users has exploded given the decreasing costs, the higher

network availability, the emergence of versatile portable computing devices such

as smart-phones and laptops, and the appeal of anywhere-anytime wireless con-

nectivity. On the other hand, with the rising popularity of applications such as

high definition audio/video streaming and file sharing, the Internet data traffic is

increasingly rich in bandwidth-intensive multimedia content. Consequently, cur-

rent wireless networks struggle to keep up with the growing bandwidth demand,

leading to an imminent need for effective solutions to this problem.

This dissertation investigates a few promising approaches to meet the increas-

ing demand for wireless bandwidth. The key research themes that we explore

are to address fundamental design bottlenecks in realizing the vision of a new

generation of wireless networks with higher link bandwidths (specifically, 60 GHz

networks with multiGigabit data rates), and efficient medium utilization for cur-

rent and next generation wireless networks: both these themes must go hand in

hand in addressing the need for higher data rates.

Before providing an overview of our contributions, a few comments on wireless

system design are in order. Wireless is a broadcast medium: unlike wired com-

munication, a transmitting node can potentially interfere with the reception of

2



Chapter 1. Introduction

nodes in its vicinity, causing packet loss. Therefore, for a group of wireless users

operating in the same frequency band, bandwidth resources must be apportioned

via appropriate resource sharing mechanisms. Medium access control (MAC) and

bandwidth allocation are hence fundamental questions in wireless network design.

Several approaches can be employed to share the wireless channel among mul-

tiple users. Contention-free MAC schemes divide the wireless bandwidth (i.e.,

signaling dimensions) along the time, frequency, space and/or code axes, and as-

sign dedicated channels to users. Contention-based approaches, however, require

users to contend for dynamic channel access. A number of factors come into play

in the design of a MAC protocol; of these, the radio propagation characteristics,

the transceiver capabilities, and the network operating environment are among

the most crucial. For example, a link budget analysis might reveal that the use

of directional antennas is necessary to attain the desired link range and data rate

combination with the allowed transmit power: directional networking comes with

its own baggage of protocol design constraints. The expected driving applications

and their performance requirements, as well as traffic patterns must also be given

due consideration. The preceding constraints specify the design space for MAC

protocols.

The overall network performance, quantified by throughput capacity, network

utilization, or quality of service metrics (such as average packet-loss, delay and

3



Chapter 1. Introduction

Figure 1.1: An instance of the envisioned wireless network architecture.

delay jitter), depends on how the network resources (e.g., transport capacity [1])

are partitioned among network flows. Cross-layer protocol design for efficient

resource allocation among competing network connections is critical to achieve

network performance goals. Indeed, this topic has been extensively studied over

the last few years under the umbrella of network utility maximization (NUM),

where a utility function captures the network design objective in terms of the

desired tradeoff between flow throughput and fairness [2, 3].

Basically, efficient medium access control that accounts for, and to the extent

possible, exploits, the wireless channel characteristics, the transceiver capabili-

ties, and the driving network applications, along with flexible resource allocation

among competing network connections, are key to enabling higher network capac-

ity and resource utilization. This idea broadly defines the scope of this disserta-

tion.
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1.1 Dissertation Overview

Figure 1.1 depicts an instance of the envisioned network architecture compris-

ing 60 GHz outdoor mesh networks, WiFi mesh networks, and 60 GHz indoor

wireless personal area networks (WPAN). The 60 GHz outdoor mesh networks

and the WiFi mesh networks operate in conjunction to provide broadband In-

ternet access, with the lower data rate WiFi mesh networks optimized for voice

over IP (VoIP) and data services. 60 GHz WPANs offer a wire-clutter-free high-

definition multimedia experience at homes. Before discussing our contributions,

we present a quick introduction to the 60 GHz spectrum.

The 60 GHz band, which is a part of the broader “millimeter (mm) wave”

band, has been allocated worldwide for unlicensed short range wireless commu-

nications. Figure 1.2 shows the spectrum allocations in different regions. While

propagation loss due to Oxygen absorption renders this band unsuitable for long

range communication (e.g., of the order of kilometers) with reasonable transmit

powers, this abundant unlicensed spectrum can potentially enable multiGigabit

wireless communication over shorter range links. Indeed, mm wave spectrum

has been used in military communications and radar systems for decades, with

RFICs based on expensive packaging techniques and compound semiconductor

processes. However, the use of this band is now becoming commercially attractive

5



Chapter 1. Introduction

Figure 1.2: 60 GHz unlicensed spectrum allocations for different regions.

given the recent successes in building mm wave transceivers in inexpensive silicon

processes, using low-cost packaging techniques [4,5]. This has led to a significant

recent interest in the use of this band to enable numerous high bandwidth indoor

applications, such as high definition video streaming for wireless display/HDTV,

wireless gigabit Ethernet, wireless data bus, etc.

In the first part of this dissertation, we identify and address some of the fun-

damental design bottlenecks in realizing the vision of 60 GHz wireless networks.

In the context of 60 GHz indoor WPANs, we propose a network architecture [6] in

which every link is constrained to be directional for improved power efficiency. We

develop a diffraction based radio propagation model and show that obstacles such

as moving human beings and furniture can result in frequent link blockages in an

indoor setting. To address this problem, we propose the use of multihop relay as a

practical, power efficient solution to maintain consistent network connectivity. We

also define a MAC protocol that accounts for directional transmission/reception

along with procedures for network discovery and recovery from link blockages.
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While there is significant interest in indoor wireless personal and local area

network applications of 60 GHz networking, we envision multiGigabit outdoor

60 GHz mesh networks with link ranges on the order of 100 meters [7]. Such

networks, possibly in conjunction with longer range wireless or fiber links, can

provide a quickly deployable broadband infrastructure at locations with limited

wired or optical connectivity. The link spans on the order of 100m require ex-

tremely high directionality for reliable operation. Our probabilistic analysis of the

spatial interference incurred due to uncoordinated transmissions shows that given

the highly directional links and the high atmospheric attenuation, interference is

drastically reduced, so that pseudo-wired link abstractions form an excellent basis

for protocol design. Guided by this key insight, we propose a distributed, direc-

tional MAC protocol that employs memory and learning for implicit transmission

coordination while achieving high medium utilization [8].

In the second part of this dissertation, we rethink medium access control for

mesh networks operating in the 2.4 and 5.8 GHz WiFi bands. Specifically, we ques-

tion the efficacy of per-packet contention design in 802.11 WiFi mesh networks for

supporting a mix of real-time applications and delay-insensitive data. We propose

Sticky CSMA/CA, a MAC framework that achieves time division multiplexing-

like performance for real-time flows such as VoIP, without requiring network-wide

synchronization [9]. We show that the implicit coordination achieved via each
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node’s memory of past carrier-sensed transmit activity and simple transmission

rules (defined by the Sticky CSMA/CA protocol) result in significant performance

gains for VoIP and data support relative to 802.11, and its QoS extension 802.11e,

WLAN protocols.

Finally, we present a flexible framework for sharing transport capacity in mul-

tihop wireless networks so as to achieve a desired tradeoff between throughputs

achieved by flows and their resource usage (i.e., flow throughput profiles), while

ensuring efficient network utilization [10]. We show that our resource sharing

mechanisms can be implemented in the form of decentralized protocols.

1.2 Contributions and Impact

In this section, we list our contributions and discuss the impact of our research

in 60 GHz indoor wireless personal area networks (WPAN), 60 GHz outdoor mesh

networks, real-time QoS support over WiFi mesh networks, and resource alloca-

tion in multihop wireless networks.

60 GHz Wireless Personal Area Networking [6, 11]

• We present a cross-layer modeling and design approach for multiGigabit

indoor wireless personal area networks (WPANs). Our approach accounts
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for the following two characteristics that sharply distinguish mm wave net-

working from that at lower carrier frequencies. First, mm wave links are

inherently directional: directivity is required to overcome the higher path

loss at smaller wavelengths, and it is feasible with compact, low-cost circuit

board antenna arrays. Second, indoor mm wave links are highly susceptible

to blockage because of the limited ability to diffract around obstacles such

as the human body and furniture.

• We develop a diffraction-based radio propagation model to determine net-

work link connectivity as a function of the locations of stationary and mov-

ing obstacles for a given indoor setting. This model quantifies the fragility

of directional mm wave links in indoor settings with moving humans and

stationary obstacles.

• For a centralized WPAN controlled by an access point, we show that multi-

hop communication, with the introduction of a small number of relay nodes,

is effective in maintaining network connectivity in scenarios where single-hop

communication would suffer unacceptable outages.

• We define a multihop MAC protocol that accounts for the fact that every

link in the WPAN is highly directional. We show via packet level simulations

that our protocol maintains high network utilization with low overhead.
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• Our initial work [11] is among the first published works on MAC design for

mm wave WPANs and demonstrates the efficacy of multihop relay to address

obstacle blockage for reliable WPAN operation. Our diffraction-based radio

propagation model is a useful tool for understanding indoor mm wave radio

propagation for specific indoor settings.

60 GHz Outdoor Mesh Networking [7, 8]

• We investigate an architecture for multi-Gigabit outdoor mesh networks,

where mesh nodes are equipped with electronically steerable antenna ar-

rays, with both the transmitter and receiver synthesizing narrow beams

that compensate for the higher path loss at mm wave frequencies.

• Our probabilistic analysis of interference incurred due to uncoordinated

transmissions shows that directionality drastically reduces spatial interfer-

ence, motivating a pseudo-wired link abstraction as a basis for protocol

design. That is, interference can essentially be ignored in MAC design,

and the challenge is to schedule half-duplex transmissions in the face of the

“deafness” resulting from highly directional links.

• To address the challenge of achieving transmit-receive coordination in a dis-

tributed fashion while achieving high medium utilization, we present Memory-

guided Directional MAC (MDMAC), a distributed MAC protocol that em-
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ploys memory to achieve approximate time division multiplexed (TDM)

schedules without explicit coordination or resource allocation.

• We demonstrate the efficacy of the MDMAC protocol via packet level sim-

ulations, while a Markov chain fixed-point analysis is employed to provide

insight into the effect of parameter choices.

• This work is the first to make a strong case for multiGigabit outdoor mesh

networking in the 60 GHz band. Our work spawns many open questions

for further research in realizing the vision of multiGigabit outdoor 60 GHz

mesh networks.

Medium Access Control for Real-time QoS in WiFi Mesh Networks [9]

• We propose a novel approach to QoS for real-time traffic over wireless mesh

networks, in which application layer characteristics are exploited or shaped

in the design of medium access control.

• We present Sticky CSMA/CA, a medium access mechanism that provides

TDM-like performance to real-time flows without requiring explicit synchro-

nization. Specifically, we exploit the natural periodicity of VoIP flows to

obtain implicit synchronization and multiplexing gains.
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• We demonstrate large gains over IEEE 802.11 and its QoS extension 802.11e

in terms of increased voice call carrying capacity (more than 100% in some

cases) via packet level simulations.

• This work demonstrates that memory and application layer regularities can

be exploited to achieve implicit coordination without explicit network-wide

synchronization. This understanding serves as the basis for even stronger

application of memory and learning for coordination among deaf nodes in

60 GHz outdoor mesh networks [7].

Resource Biasing in Multihop Wireless Networks [10,12]

• We propose a new class of resource allocation strategies for introducing a

controlled bias against resource-intensive, long connections in a multihop

wireless networks in order to significantly improve the performance of light-

weight, shorter connections. Specifically, mixing strongly biased allocations

with fairer allocations leads to both efficient network utilization as well as a

tradeoff between flow throughput and fairness superior to that obtained by

the individual strategies in the mixture.

• We present a simple analytical model that offers insight into the impact

of a particular resource allocation strategy on network performance, in a

manner that captures the effect of finite network size and spatial traffic
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patterns. Our simulation evaluation serves to verify the analytical design

prescriptions.

• By invoking a connection between our resource biasing strategies and the

network utility maximization framework for resource allocation in wireless

networks [2,3], we point to protocol design options to implement our resource

allocation strategies.

• Our two-scale model represents a simple but powerful approach to design

and performance analysis of large scale wireless networks. It facilitates a

quick exploration of the rich design space of mixed bias strategies in trading

off the performance seen by short and long connections.

This dissertation presents some novel ideas that have broad applications in

wireless network protocol design. For instance, the use of memory and learning in

MAC that we present in the context of mm wave outdoor mesh MAC and Sticky

CSMA/CA is a promising approach to achieve distributed coordination in a large

wireless network with little overhead. The inspiration for this idea comes from

the biological phenomenon of stigmergy, which, broadly speaking, is a mechanism

for implicit communication where each entity alters its behavior in reaction to

perceived changes in its local environment caused by other individuals, obviat-

ing the need for explicit communication. This interaction can facilitate emergent

13



Chapter 1. Introduction

coordination among networked entities to lead to a desired global behavior with-

out the need for explicit communication, centralized control or planning. Example

outcomes of stigmergic coordination in nature are plenty, including complex struc-

tures built by social insects such as termite mounds and ant hills, and ant trails

to food sources that evolve towards shortest paths. This idea is known to have

profound applications in a number of areas such as multi-agent systems, robotics,

optimization, data mining and communication networks, to name a few.

Our work in MAC design for 60 GHz outdoor and indoor networks is among the

few early works to consider the design of fully directional MAC protocols, without

an optional omni-directional mode generally exploited for control in many prior

directional networking proposals in the lower frequency WiFi (2.4 and 5.8 GHz)

band. Further, these works serve to bring the networking community’s attention to

the promise of 60 GHz networking and several research challenges of this exciting

new frontier in high-speed wireless networking.

The approach to MAC protocol design presented in this dissertation illustrates

the importance of cross-layer considerations in wireless network protocol design.

For instance, Sticky CSMA/CA achieves implicit coordination and TDM-like re-

source sharing by employing periodic transmission schedules (that exploit natural

or imposed application layer regularities) in conjunction with enabling nodes to

learn, and adapt to transmit patterns in their neighborhood by remembering the
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physical carrier-sensed transmission activity. The design of 60 GHz indoor WPAN

MAC protocol is driven by two key physical characteristics of mm wave links in

indoor settings: directionality, and link blockage from obstacles, which we rigor-

ously study via the diffraction-based indoor mm wave radio propagation model

before embarking on the design of our directional multihop relay MAC protocol.

Similarly, 60 GHz outdoor mesh MAC protocol is shaped by two crucial design

implications of using highly directional mm wave links: (1) deafness, which makes

MAC based on carrier sensing infeasible, and transmitter-receiver coordination

extremely challenging; and (2) drastic reduction of spatial interference because

of high directionality and Oxygen absorption, which motivates pseudo-wired link

abstraction as a basis for protocol design.

1.3 Dissertation Outline

The remainder of the dissertation is organized as follows. Chapter 2 presents a

cross-layer approach to MAC design for 60 GHz WPANs. In Chapter 3, we moti-

vate 60 GHz outdoor mesh networks and show that for a rooftop type deployment

scenario, a pseudo-wired model of wireless links suffices as a first order approxima-

tion for MAC design. We then present a MAC protocol for outdoor mm wave mesh

networks. We describe Sticky CSMA/CA, a MAC protocol for WiFi mesh net-
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works in Chapter 4. In Chapter 5, we present a framework for resource allocation

over multihop wireless networks and propose new resource biasing strategies that

mix strongly biased allocations with fairer allocations to shape throughput profiles

in more flexible ways than that offered by the prior state-of-the-art. Chapter 6

concludes this dissertation with a summary of contributions and open issues.
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Chapter 2

60 GHz Wireless Personal Area
Networks

2.1 Introduction

In this chapter, we investigate indoor wireless personal area networks (WPANs)

utilizing the 60 GHz “millimeter (mm) wave” band. The recent trends in low-cost

mm wave radio frequency (RF) integrated circuits (ICs) designs and the ever grow-

ing demands for high bandwidth fueled by surge of multimedia applications have

spurred intense efforts in both research and standardization for indoor mm wave

communication [4,14–21]. However, the eventual success of these efforts depends

on system designs that account for the fundamental differences between mm wave

communication and existing wireless networks at lower carrier frequencies (e.g.,

from 900 MHz to 5 GHz). In particular, the goal of this chapter is to present a
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cross-layer modeling and design approach that addresses two unique features of

mm wave links: their vulnerability to blockage and their inherent directivity.

Blockage: Electromagnetic waves have very limited ability to diffract around

obstacles whose size is significantly larger than the wavelength. Since the wave-

length at 60 GHz is so small (5 mm), links are effectively blocked by obstacles

such as humans and furniture. For example, blockage by a human can penal-

ize the link budget by 20-30 dB. Human movement in a room, therefore, can

cause intermittent blockage of mm wave WPAN links, resulting in a time-varying

network topology. Maintaining seamless network connectivity and providing the

QoS needed for applications such as HDTV in such a setting is a challenge for net-

work protocol design which is fundamentally different from that at lower carrier

frequencies. Meeting this challenge requires models that take into account diffrac-

tion (or the lack thereof), both for obtaining design insight and for performance

evaluation.

Directivity: Millimeter wave links are inherently directional. The free space

propagation loss between isotropic antennas scales as λ2, where λ is the carrier

wavelength, so that 60 GHz is 21.6 dB worse than 5 GHz for omnidirectional

communication. On the other hand, for a fixed antenna aperture area (which de-

pends on the transceiver form factor), directivity scales as 1/λ2, giving a gain of

1/λ4 when we account for both transmit and receive antennas. This corresponds
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to an overall scaling of 1/λ2, so that a 60 GHz link with directional transmis-

sion and reception can now become 21.6 dB better than a 5 GHz link, assuming

nodes of similar form factor. In particular, steerable antenna arrays implemented

as patterns of metal on circuit board can be employed to synthesize highly di-

rectional beams for 60 GHz nodes that are smaller than a typical WiFi access

point. It is crucial to take advantage of this, given the difficulty of producing a

large amount of transmit power at mm wave frequencies using low-cost, low-power

silicon implementations.

Our approach: We propose a cross-layer modeling framework and a multihop

directional MAC architecture for robust, multiGigabit, in-room WPANs. Each

node has an electronically steerable directional antenna, so that the transmitters

and receivers can steer beams towards each other. The key idea is to handle

blockages by going around obstacles, rather than burning through them. Block-

ages that result in a 20 dB power loss require a 100-fold reduction in data rate in

order to maintain the same reliability, when operating in a power-limited regime.

On the other hand, routing around the obstacle by replacing the blocked link by

2 links only reduces throughput by a factor of two. We consider directional, line

of sight (LOS) links, with each link operating at a fixed nominal data rate (e.g., 2

Gbps) when the LOS path is available. When the LOS path between two nodes

is blocked, we route around it, still using directional LOS links. Assuming that
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there are enough spatially dispersed nodes, this multihop architecture provides

both high power efficiency and robust connectivity in the face of stationary and

moving obstacles typical of living room and office settings. In principle, it is also

possible to use reflections from walls and other surfaces to steer around obstacles;

however, not only do reflections result in a loss of link budget, but the efficacy of

using them to avoid blockage is a sensitive function of node placement and the

propagation environment. We therefore focus on whether it is possible to obtain

robust network connectivity and high throughput with LOS links alone, using a

small number of relays if necessary.

We consider the specific in-room scenario of several wireless terminals (WTs)

controlled by a single access point (AP), with nominal operation consisting of

direct, contention-free communication between the AP and each WT. When an

AP discovers that its link to a WT is blocked, it sets up an alternate route

based on its current topology information (the topology of the directional links

is discovered during set-up, and regular opportunities for topology update are

a part of the proposed MAC protocol). Due to the slow time scale of human

movements (which are typically the cause of network topology changes) relative

to the topology updates enabled by the protocol, our simulations show that the

alternate routes computed by the AP are invariably functional. Thus, while outage

rates for a given link can be quite high (as high as 60%), intelligent multihop
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networking effectively removes outages in connectivity between the AP and the

WTs. An important component of our work is the development of simple models

for time-varying blockage in typical WPAN environments that enable performance

evaluation of the preceding architecture.

Summary of contributions: Our contributions are summarized as follows:

1) We propose and investigate an in-room WPAN architecture that addresses

both blockage and directivity, the fundamental features that distinguish mm wave

networks from those at lower frequencies. In particular, the proposed directional

MAC protocol is designed for a network in which every link is constrained to be

directional, without fallback to an omnidirectional mode for coordination as in

most prior work. The protocol includes procedures for topology discovery and

updates, and recovery from LOS link outages via multihop relay to the blocked

nodes.

2) We analyze the effect of obstacles on the received signal strength via a site-

specific mm wave propagation model based on the Fresnel-Kirchhoff diffraction

theory. This provides a simple model to track the time evolution of link losses

using deterministic computations, and hence the network connectivity for a given

set of stationary and mobile obstacles whose geometry models a human.

3) We evaluate the performance of our multihop relay directional MAC protocol

via analysis and extensive packet level simulations. The simulations verify the
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efficacy of multihop relay in maintaining consistently high throughput with low

control overhead, despite frequent LOS link outages due to time-varying blockage.

2.2 Related Work

To the best of our knowledge, there is no prior work on the design of mm wave

WPANs with exclusively directional links in the literature, except for a confer-

ence publication with our own preliminary results [11]. There are many ongoing

industry-led efforts aimed towards the standardization of 60 GHz WPAN network

interfaces; for example, the IEEE 802.15 WPAN Millimeter Wave Alternative

PHY Task Group 3c [19], the WirelessHD Consortium [20], and ECMA Inter-

national [21]. The ECMA-387 specification for the 60 GHz WPAN PHY/MAC

released in December 2008 also includes a relay mechanism to counter link block-

age thereby affirming the timeliness of this work and the need for further research

to better understand the efficacy of such mechanisms.

The use of directional antennas has been extensively studied for wireless net-

works operating in the lower frequency bands such as cellular and broadband net-

works, and over the last decade, on WiFi-based multihop networks [22–28]. In this

context, the performance benefits of directional communication such as improved

spatial reuse and extended directional communication range have an associated
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cost, because a number of problems arise due to, or are aggravated by, directional

communication, such as the hidden terminal problem, deafness [27], and the prob-

lem of neighbor discovery. The typical solution in the literature is to employ a

combination of directional and omnidirectional communication for critical control

message exchanges (e.g., the four way handshake in IEEE 802.11) for medium

access control. Such a dual-mode operation is not appropriate for the mm-wave

WPANs that we envision, for which directionality is required at both the trans-

mitter and the receiver simply to achieve reliable high data rate communication.

For such networks, network protocols based on a directional mode alone (with the

ability to choose the direction, either via sectorization or beamsteering) need to be

developed. References [28, 29] propose fully-directional MAC protocols for multi-

hop wireless networks: [28] proposes a directional slotted ALOHA protocol that ex-

ploits the adaptive beamforming capabilities of smart antenna arrays, whereas [29]

presents a polling-based decentralized MAC protocol. However, none of the pa-

pers in the literature model or address the problem of frequent link outages due to

blockage, which fundamentally alters the design tradeoffs for mm wave networks

relative to those at lower carrier frequencies. In particular, far more agility needs

to be designed into the network protocols to handle the time-varying network

topology with low overhead, while satisfying the stringent QoS requirements for

the bandwidth-hungry applications driving the development of mm wave WPANs.
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Network design efforts such as ours are motivated by recent advances in mm

wave circuit design [4,14,16], including multiGigabit electronically steerable direc-

tional links [5], that indicate that low-cost commercially feasible realizations are

within reach. In terms of the channel model we use, while our diffraction model is

based on fundamental physics, we are motivated by the extensive body of knowl-

edge on mm wave propagation measurement and modeling. Measurement cam-

paigns in indoor environments include [30–39]. For typical indoor environments

with omnidirectional antennas, specular reflections from surfaces are dominant

contributors to the received signal power as compared with diffraction or scatter-

ing [34, 40–42]. Since the path that is the strongest in such a setting is the LOS

path (if it is not blocked), this motivates restriction to LOS for maximizing power

efficiency. The reduction of multipath for directional mm wave links [33, 42, 43]

means that link budget calculations for a simple additive white Gaussian noise

channel model are reasonably accurate for a directional LOS link. The susceptibil-

ity of mm wave links to blockage due to their weak diffraction characteristics is well

known [33, 44], and the effect of human movement is investigated in [45, 46], but

their impact on the network performance has not been studied previously. Many

deterministic and statistical mm wave propagation models have been proposed

based on channel measurement studies [35, 40, 47], but many of these focus on

omnidirectional transmission (and possibly directional reception). Reference [48]
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provides line of sight (LOS)/ non-line of sight (NLOS) channel models developed

by the IEEE 802.15 TG3c group for indoor WPAN environments. These statis-

tical channel models do not account for the effect of moving obstacles such as

humans on the network connectivity over time (e.g., deep fades for seconds), and

are basically meant to be used for a comparison between different physical layer

designs.

Outline: We describe our physical layer model in Section 2.3, including a model

for blockage by both stationary and moving obstacles. Simulation results with

this model are used to motivate the need for multihop communication to provide

robust network connectivity. Section 2.4 presents a multihop directional MAC

for achieving such robustness, and estimates achievable rates accounting for the

overhead. In Section 2.5, packet-level simulations of MAC performance, taking

into account the blockage model developed in Section 2.3, are used to demonstrate

the efficacy of our multihop architecture. Section 2.6 contains our conclusions,

including a brief discussion of important areas for future research.

2.3 Physical Layer Model

We first describe an example link budget for a LOS 60 GHz link to give a feel

for the required transmit signal power levels for the feasibility of WPANs with di-
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rectional LOS links. However, we then abstract away from detailed design choices

in the physical layer to focus on the key bottleneck for mm wave communication:

blockage by obstacles. We describe in detail the calculations needed to compute

diffraction-based path loss for a given obstacle configuration, and use the model

to obtain the time-varying network connectivity. We show that, while any given

link can frequently be in outage due to blockage, multihop communication can in-

deed provide robust connectivity. This motivates the multihop MAC in the next

section.

Example Link Budget: We present simple calculations that indicate the

feasibility of a plug-and-play WPAN. The directivity of an antenna is the ratio of

the maximum power density (watts/m2) to its average value over a sphere. The

directivity of an antenna can be approximated as [49]:

D =
40000

θo
HP φo

HP

where θo
HP and φo

HP are the horizontal and vertical beamwidths, respectively, of

the antenna. For a WPAN application, we might design an antenna element to

have a horizontal beamwidth of 120o and a vertical beamwidth of 60o, which al-

lows a rough placement of nodes in order to ensure LOS to one or two neighbors.

The directivity for such an element, which can be realized as a pattern of metal on

circuit board, is 5.55 (or 7.4 dBi). If we put four such elements to form a steerable

antenna array, we can get a directivity of 22 (or 13.4 dBi). Now, assuming an an-
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tenna directivity of 13.4 dBi at each end, we do a link budget for a QPSK system

operating at 2 Gbps [50]. For a receiver noise figure of 6 dB, bit error rate of 10−9,

excess bandwidth of 50%, and assuming free space propagation, we obtain that

the required transmit power for a nominal range of 10 meters is about 8 mW,

including a 10 dB link margin. When split among four antenna elements, this

transmit power corresponds to 2 mW of power per antenna element. RF front

ends for obtaining these power levels are realizable with silicon semiconductor

processes, thereby indicating the feasibility of low-cost, high-volume production

of the kinds of WPAN nodes on which our architecture is based.

Adaptive Beamforming Antennas: We assume that all the WPAN nodes are

equipped with electronically steerable antenna arrays that can be used to provide

directivity on both transmit and receive. A receiving antenna array uses a training

sequence in the PHY preamble of a packet to adjust the required array weights in

order to adaptively beamform towards the direction of the signal of interest [51],

using standard adaptive algorithms [52], such as least mean squares (LMS) or

recursive least squares (RLS), or variants thereof. For a relatively small number of

elements (e.g., 4-10), such algorithms converge quickly, so that packet-by-packet

beamsteering with, say, 50 symbols training overhead, should be feasible. Thus,

we assume that an idle node can quickly steer its receive antenna array towards

an incoming signal: this amounts to “omnidirectional” sensing (restricted only
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by the field of view of the antennas in the array), but directional reception. The

beamforming weights learnt when receiving from a given node can then be used

to transmit back to that node, using channel reciprocity, so that transmission is

directional as well. Alternatively, the transmitter or receiver could choose from

among a fixed number of sectors, thus discretizing the beamforming function.

Diffraction due to obstacles: We use a simple geometric model to estimate

the diffraction loss along the LOS path between two nodes, taking into account the

node placements, the locations and dimensions of obstacles, and the room dimen-

sions. We neglect the contribution from the reflected signals to the received signal

power; narrow beam directional antennas along the LOS direction substantially

reduce the contribution of reflected multipath components [33,42,43,46].

We make the following simplifying assumptions in modeling obstacles:

1) The attenuation due to an obstacle in the LOS path is so high that the energy

of the signal propagating through the obstacle is negligible. In other words, we

only consider the obstacles that can cause a significant attenuation to a signal

propagating through them. For mm waves, most of the common obstructions in

indoor environments, such as human beings, thick walls and furniture, fall in this

category. Thus, the link gain is only due to diffraction around the obstacle.

2) The human body is approximated as a perfect conducting cylinder, whose pro-
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jection on the plane perpendicular to the line of sight is considered for diffraction

calculations. Other obstacles are approximated in a similar manner.

Diffraction of electromagnetic waves [53, 54] can be intuitively explained in

terms of a fundamental principle from physical optics: the Huygens’ principle

which states that “each point on a primary wavefront can be considered to be a

new source of a secondary spherical wave and a secondary wavefront can be con-

structed as the envelope of these secondary spherical waves” [54]. An obstacle

blocks a subset of these secondary waves, and the field at a point of interest be-

yond the obstacle can be obtained by summing up the contributions from the

remaining secondary waves. The mathematics of these computations is often re-

ferred to as Kirchhoff theory [53]. Diffraction theory has been widely used to

study terrain diffraction in the context of wireless cellular systems primarily using

the knife-edge diffraction model [55–59].

Fig. 2.1 shows the propagation path from a source Tx to a receiver Rx ob-

structed by n obstacles, modeled as perfect conducting strips. To begin with,

assume the transmitter and the receiver to be isotropic point sources (we specify

later how to incorporate directivity). We now calculate the diffracted electric field

at the receiver by successively applying the Huygens’ principle at each obstacle

along the LOS from the transmitter to the receiver. This is done by summing up

contributions from “non-blocked” secondary sources at one obstacle, at the plane
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Figure 2.1: Multiple obstacles scenario.

of the next obstacle. These iterative computations are initialized by specifying

the electric field E1(x1) at a point (z1, x1) on the plane containing obstacle 1:

E1(x1) =
Ec

r1

e−jβr1 (2.1)

where Ec is a constant, r1 =
√

z2
1 + x2

1 and β = 2π
λ

is the phase constant for

wavelength λ (the time variation e−jωt is suppressed).

We now compute the gain from the ith plane to the (i+1)th plane of interest,

where i = 1, ..., n − 1. The same computation applied for i = n gives the field

at the receiver, whose location corresponds to the (n + 1)th plane. Let us now

specify a typical step (say step i) in these calculations. The electric field Ei+1(x)

at a point (zi+1, xi+1) in the (i + 1)th plane is calculated by superimposing the

contributions from the Huygens’ point sources at points (z′, x′) in the ith window,
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as follows:

Ei+1(x) =

∫ ∞

−∞
hi(x

′)Ei(x
′)gi(x− x′)dx′ (2.2)

where function hi(x
′) = e−jβ(z−z′)

√
jz′

λz(z−z′)Ii(x
′), gi(x

′) = e
−jβ x′2

2(z−z′) and Ii(x
′) is

an indicator function:

Ii(x
′) =





1 x′ ∈ {Obstacle i}′

0 x′ ∈ {Obstacle i},

While we state the preceding results without proof, we refer to [55] for detailed

derivations of similar formulas in the context of terrain diffraction where obstacles

are treated as knife-edges. Note that the y coordinate perpendicular to the plane

of the chapter has already been integrated out under the assumption that the

obstacle heights extend beyond the first few critical Fresnel zones along the y

dimension.

Equation (2.2) is the convolution of functions fi(x) = hi(x)Ei(x) and gi(x).

Successive convolutions as we go from obstacle to obstacle can be efficiently com-

puted using the Fourier transform, since they correspond to multiplications in the

frequency domain. In order to obtain accurate field estimates using the FFT and

IFFT methods, it is important to choose the spatial sampling intervals such that

the aliasing errors are minimized. The size of the computation window should be

chosen such that the secondary wave sources outside the computation window do

not have a significant effect on the resulting electric field at the receiver. For our

31



Chapter 2. 60 GHz Wireless Personal Area Networks

Figure 2.2: Effect of directivity on diffraction calculations.

example indoor scenarios, we use a computation window of size 2m (400λ) with

a 4096 point FFT (sampling interval < 0.1λ). Also, the minimum gap (zi+1 − zi)

between two computation windows i and i+1 is assumed to be ≥ 25cm for better

accuracy of the field predictions that require the distance approximations in the

Fresnel-Kirchhoff formulation to hold.

We now show how to modify these computations to account for directivity.

Transmit directivity means that the initialization (2.1) must be modified to ac-

count for the transmit antenna array radiation pattern. Referring to Fig. 2.2, the

electric field at a point (z1, x1) is given by

E1(x1) =
Ec

r1

e−jβr1Atx(θ1(z1, x1)), (2.3)

where r1 =
√

z2
1 + x2

1,
Ec

r1
e−jβr1 is the field at (z1, x1) due to an isotropic transmit

antenna and Atx(θ1(z1, x1)) is the transmit antenna array pattern for an azimuthal

angle θ1(z1, x1) and vertical angle φ = 90o. The antenna array pattern for different
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directions can be calculated from the number and placement of antenna array

elements, the radiation pattern of elements, and the input array weights [53].

Receive directivity requires the modification of the last step in the computations,

as follows: Specifically, the superposition of the Huygens’ point sources in the

plane of the n obstacle at the receiver must account for the receive antenna pattern,

as follows:

En+1(x) =

∫ ∞

−∞
hn(x′)En(x′)Arx(θr(z

′, x′))gn(x− x′)dx′ (2.4)

Here Arx(θr(z
′, x′)) is the receive antenna array field pattern for an azimuthal

angle θr(z
′, x′) and vertical angle φ = 90o. The preceding method accounts for

directivity more accurately than the simpler technique [56] that we used in our

preliminary results reported in [11], where we calculate the diffraction loss in dB

for an isotropic transmission and reception, and add the antenna gains later.

Finally, we express the diffraction loss relative to the free space propagation

loss without obstacles. Letting E = En+1(xr) denote the field obtained at the

receiver, we define the diffraction coefficient D = E
Efs

, where Efs is the electric

field at the same point assuming unobstructed free space propagation. The latter

is given by Efs = Ec

d
e−jβdAtAr, where Ec is a constant, d is the distance between

the transmitter and the receiver, β = 2π
λ

is the phase constant for wavelength λ,

and At = maxθAtx(θ) and Ar = maxθArx(θ) are the transmit and receive antenna

directivities, respectively, assuming that the transmit and receive antenna arrays
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Parameter Value
Human height range (1.5m - 2.1m)

RWP model: velocities (min,max), pause time (0m/s,1m/s), 10s
Fixed obstacle height range (1m - 1.4m)
WT location height range (0.5m - 1.5m)

AP location heights home/office 2m/2.5m
Sampling time interval 100ms

Table 2.1: Indoor setting parameters

are optimally oriented towards each other. The (relative) diffraction loss in dB

is given by LdB = −10 log10 |D|2. In order to determine the overall path loss, we

simply add it to the unobstructed free space propagation loss in dB.

Indoor Radio Propagation Simulation: Based on the diffraction model

described in this section, we have developed a MatLab radio propagation tool to

evaluate the link losses between different nodes in a given indoor environment with

human beings and other obstacles. This tool yields link losses between different

network nodes as a function of time. The inputs to the tool are the parameters

required to simulate a WPAN in a specified 3-dimensional indoor environment:

the room dimensions; the number, position, and dimensions of the stationary

obstacles such as furniture; the number of human beings; the placement of the

AP; the number and positions of the WTs; and the antenna configurations. We

use the Random Waypoint (RWP) model [60] for human movements in the room.

We assume that all the nodes are equipped with a linear, adaptive beamforming
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Figure 2.3: WPAN simulation scenarios.

array of 16 isotropic antenna elements spaced λ/2 apart. The default configuration

parameters related to the test scenarios are listed in Table 2.1.

We now use our radio propagation tool to quantify network connectivity for

some example WPAN scenarios. We consider two different indoor settings that

model typical scenarios where 60 GHz WPANs are expected to be deployed: a

living room and an office space (see Figs. 2.3(a) and 2.3(b)). The living room sce-

nario has a WPAN formed by an HDTV, a surround sound system with speakers

at room corners and a desktop/printer; and has eight human beings, i.e., during

a gathering at home. The office space scenario has desktops and printers forming

a WPAN, with fifteen human beings. The room and obstacle dimensions and the

node placements have been chosen as representative of the real world scenarios
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in which a large number of people can cause a high blockage probability for the

individual links. Note that WT8 in the home scenario and WT9 in the office

scenario are placed higher (2.5m) than the other WTs such that they have a high

probability of a clear LOS connectivity to most of the WTs and the AP. Hence

they can act as effective relays in case the direct LOS connectivity from the AP

to a WT is blocked.

We define connectivity consistency as the percentage of time out of the total

operation period of the network when a WT is reachable from the AP either

through a direct LOS link or through a multihop path consisting of live direct

links. For illustration, we employ the following link outage criterion for calculation

of the expected connectivity consistency: if the diffraction loss due to obstacles

exceeds 10 dB for a link, then it is considered to be in outage. This model is

pessimistic because link budgets are determined based on a maximum range of

operation (10 meters for in-room operation). Thus, links over shorter ranges may

have enough link margin to “burn through” the obstacles. By abstracting away the

dependence of connectivity on range, we obtain a worst-case network connectivity

estimate that serves to stress-test the proposed multihop architecture.

We note that connectivity consistency is an indirect metric because the need

for connectivity arises only if there is data to transmit at either side. However,

considering the importance of an LOS link for maintaining direct connectivity
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Figure 2.4: AP to WT LOS link loss profile.

(unlike for 2.4 or 5 GHz WLANs), the links can become blocked easily due to

obstacles in indoor environments. Thus, this metric characterizes the actual con-

nection state and the data transfer capacity of the network. This metric can also

be interpreted as an indicator of the maximum aggregate throughput sustained

by the network when all the nodes have data to send.

Figs. 2.4(a) and 2.4(b) plot the variation of the diffraction loss for some specific

WT links as a function of time for the living room and office environments over a

sample period of 300 seconds. We observe that there are heavy link losses because

of the large number of human beings (and their random movements) and the

stationary furniture obstacles in both the environments. These obstacles result in

intermittent connectivity to the affected WT if the underlying MAC completely

relies on the direct single hop connectivity of the AP to the WTs. These loss results

demonstrate that networks with the baseline single hop MAC schemes will not
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Figure 2.5: Connectivity consistency from the AP to different WTs in the single
hop baseline and multihop relay MAC (R denotes the primary relay: WT8 in the
living room, and WT9 in the office scenario).

be able to provide the required QoS guarantees to different WPAN applications,

which are essential requirements for any practical WPAN solution.

Fig. 2.5 compares the expected connectivity consistency between single hop

communication-based approach and a multihop communication scheme that ex-

ploits relays to reach the blocked WTs. We observe that, on average, the connec-

tivity consistency for the baseline single-hop communication is significantly lower

than the multihop relay scheme, which is able to maintain almost 100% network

connectivity by using multihop paths via relay node(s) to connect to the blocked

node(s).

Note that the high availability of alternate routes in a multihop architecture

can be assured by an appropriate placement of the relay nodes (e.g., high up

on the walls, or on the ceiling) accounting for the vertical beamwidths of the
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WT antennas such that the relays are readily accessible when needed. On the

other hand, the poor connectivity consistency of single hop communication makes

it unsuitable for WPAN applications with stringent QoS requirements such as

multimedia streaming. It is interesting to note that the non-zero single hop con-

nectivity consistency data for both the living room and the office setting implies

that no WT is completely blocked by the stationary obstacles. Thus, the moving

obstacles (humans) play a key role in causing blockages in both example settings

considered. The stationary obstacles constrain human movements and the choice

of relays for different WTs because many WTs are blocked from each other.

Having shown that multihop relay helps to maintain consistent connectivity on

the face of frequent link blockages due to obstacles, we next present a WPAN MAC

protocol that accounts for directional communication and has built-in intelligence

for topology discovery and recovery from link blockages via multihop relay.

2.4 Directional MAC Design

The key idea behind our multihop relay directional MAC framework is to utilize

a mix of the conventional AP-based single hop MAC architecture for primary

connectivity and resort to the multihop ad hoc mode with intermediate nodes

acting as relays (though still controlled by the AP) to prevent drastic reduction of
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data rates or link outage when the LOS path to a WT is obstructed. We briefly

outline a mechanism for network topology discovery first and then describe the

main components of our MAC protocol.

2.4.1 Discovery Algorithm

During the network initialization phase, the AP sends a Hello message and

waits for the response from the WTs in each sector (the geographical region around

a node is divided into equal angular sectors based on the antenna array horizontal

beamwidth). The preamble preceding the Hello message payload acts as a training

sequence for the WTs to beamform in the AP’s direction. The WTs that success-

fully receive the Hello message record the antenna array weights corresponding to

the direction of the AP in their network topology map and use the same weights

to respond to the AP, using reciprocity. The unregistered WTs in a sector employ

a Slotted Aloha contention scheme for transmitting the Hello Response message

over the next m slots following the receipt of the Hello message, with the Hello

Response transmission probabilities dictated by the AP (via the Hello and Hello

Response ACK messages). Here, a slot duration is sufficient for the transmission

of a Hello Response message and the corresponding Hello Response ACK message

from the AP to confirm a successful registration. For narrow angular sectors,

there is likely to be few WTs in a sector, so the problem of excess collisions is
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unlikely. After completing a round of discovery with a nominal Hello Response

transmit probability (e.g., 0.2− 0.5), this procedure can be repeated with a Hello

Response transmit probability of one to verify that no WT is left unregistered.

After performing the discovery procedure and having formed a network topol-

ogy map (i.e, the identities of the WTs in the network and the appropriate antenna

array weights required to reach them), the AP iteratively designates each WT

among the registered nodes to perform the same discovery procedure. This process

continues until all the WTs have finished the discovery procedure and have created

their own network topology maps such that each WT is aware of the identities of

the other WTs and the appropriate antenna array configurations required to reach

them. Every WT sends its network discovery table to the AP after it completes its

network discovery process. This information helps the AP deduce the link connec-

tivity status of the whole network, which is useful in the determination of a relay

WT when a the direct link to a node is blocked, as described later in this section.

2.4.2 Normal Mode of Operation

The AP sequentially polls all the registered WTs to check connectivity to each

WT and to check whether any WT has data to transmit. Each WT must respond

within a fixed interval, i.e., Poll Inter Frame Space (PIFS), with a data packet or

with a connection live poll response message if it does not have any data to trans-
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Figure 2.6: An example MAC message sequence over a superframe.

mit. This polling-based procedure is required because the conventional carrier

sensing medium contention schemes do not work well with directional antennas.

The polling scheme helps the AP to track the connectivity to all the registered

WTs: the absence of a poll response from a WT is assumed to indicate link block-

age, and triggers the search for a relay node to set up a multihop relay path to the

WT. Note that with a link budget that ensures reliable link operation over the

desired range, and in the absence of simultaneous transmissions that can cause

interference loss, link blockage from obstacles is the dominant cause of packet loss

in this setting. However, interference loss increases when simultaneous transmis-

sions are allowed within the network to achieve high spatial reuse, or in the case of

high-density WPAN deployments where multiple networks must coexist in close

proximity. The use of a relay node (in addition to other mechanisms such as rate
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control) can help counter packet loss even in these scenarios. However, additional

procedures need to be defined to enable high spatial reuse within a WPAN and

coexistence of multiple WPANs. These procedures are topics of future research,

and are beyond the scope of this work.

The WT can continue to receive or send data packets until a maximum allowed

time duration called the transmission opportunity (TXOP) duration. Thus, data

transmission in both directions can be bursty because of the sequential transmis-

sion of multiple packets in response to the poll message, up to the TXOP duration.

Besides providing better QoS performance for the inherently bursty multimedia

streaming applications, this allows the WTs to better utilize the available LOS

connectivity and also minimizes the control overhead associated with data packet

transmissions. If the AP sends a data packet to a WT, the WT acknowledges the

successful packet reception either by piggybacking an ACK message on the next

data packet that it has for the AP or by sending a separate ACK message.

The AP’s dwell time in each sector depends on the data transmission require-

ments of the WTs in that sector. The AP to WT data transmission mechanism

follows a weighted round robin scheduling approach such that the desired level of

QoS to different WTs is ensured.
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2.4.3 Trailing Control Phase

The trailing control phase is utilized by the AP to allow new WTs to regis-

ter and perform a network discovery procedure while the network is operational.

During the trailing control phase, the AP can also verify its own topology map or

designate the registered WTs to verify their network topology maps by sequen-

tially sending Hello messages to each WT. The trailing control phase is limited to

a maximum duration, which is larger than the average successful discovery phase

time of a node. Because the regular network topology verification procedure of

the trailing control phase occurs at a rate much faster than the dynamics of the

indoor environments (human movements or change in the room setup), the AP is

aware of the LOS connectivity of all the WTs and it can use the topology verifi-

cation/discovery reports sent back by the WTs to choose a candidate relay node

for a blocked WT.

A superframe is defined as the time taken by the AP to poll all the registered

WTs in the network. The maximum superframe duration is limited by the num-

ber of WTs in the network, the TXOP duration, and the trailing control phase

duration. Fig. 2.6 illustrates an example data transmission and control message

sequence over a superframe.
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2.4.4 Lost Node Discovery and Establishing a Relay Path

If the AP does not receive a poll response from a registered WT, it considers

the WT to be lost and intelligently chooses a WT among the live WTs (with ex-

pected LOS connectivity to the lost WT as determined from the regular topology

verification reports from the WTs) to act as a relay to the lost node. It com-

mands the chosen relay WT via a Search Lost WT Request message to discover

(i.e., check connectivity status with) the lost WT and report back within a stip-

ulated time. The designated relay WT immediately acknowledges the receipt of

the Search Lost WT Request message. It then refers to its network topology map

information to steer its antenna beam in the direction of the lost WT, and sends

a Search message to the lost WT. If the lost WT is able to receive the Search

message, it responds with a Search Response message, and infers that it is lost.

Note that the packet-by-packet adaptive beamsteering capability (see Section 2.3)

enables the lost WT to quickly steer its beam towards the candidate relay WT to

receive the Search message and respond back, in case there is no blockage in the

direction of the candidate relay WT.

Upon receiving the Search Response message from the lost WT, the chosen

relay WT sends a Search Outcome message to the AP, reporting successful lost

node discovery and the quality of the link (i.e., the received signal strength) be-

tween itself and the lost WT. Otherwise, after waiting for a PIFS interval, the
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chosen relay WT informs the AP of the lost node discovery failure via the Search

Outcome message. Depending on the response from the designated relay WT, the

AP decides whether to choose another WT to attempt the lost node discovery

procedure or to use the current chosen WT as a relay for the future data transfers

to the lost WT. Upon a successful lost WT discovery, the AP adds the required

data transfer time for the lost WT to the relay WT’s dwell time. The relay WT

transparently interfaces the AP and the WT by forwarding the (data/ACK) MAC

frames between them based on the destination MAC address of the frames, until

the direct link is out of blockage.

The AP continues to send poll messages in the direction of the lost WT over

the next superframes, in order to check if the direct link is restored. Once the

obstruction is removed and the lost WT starts receiving direct transmissions from

the AP, it responds to the AP’s poll message. The AP switches back to the

normal mode of operation after informing the relay WT to return to its previous

state. The dwell times for the directional transmissions to the WTs are adjusted

accordingly.

2.4.5 Achievable Rates

In this section, we estimate the aggregate data transfer capacity for our multi-

hop MAC framework. We first find the aggregate throughput for the case when no
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Parameter Symbol Value
PHY data rate R 2 Gbps

Propagation delay δp 50ns
PHY overhead TPHY 250ns

Header overhead (IP+UDP+MAC) Thdr 56*8/R
Payload Tx time Tpayload 1000*8/R

Short MAC frame Tx time TShFr TPHY + 14 ∗ 8/R + δp

SIFS interval TSIFS 100ns
ACK Tx time TACK TShFr

TXOP duration TTXOP 100µs
Polling overhead Tpoll 2TShFr + TSIFS

Maximum Trailing Control period TTrCP 50µs
Hello/Hello Response Tx time TH/THR TShFr

Table 2.2: Protocol parameters

WT is blocked and packet transmissions to the WTs from the AP are single hop.

Then we calculate the change in throughput for the cases when the LOS connec-

tivity to some WTs is lost, and multihop relay is used as an alternative mechanism

for data transfer. The underlying goal is to verify that multihop relay results in

graceful degradation of overall network throughput rather than loss of connec-

tivity to such WTs altogether, which is extremely undesirable. Given the high

data rates afforded by 60 GHz transceiver systems, this reduction in the aggregate

throughput does not affect the applications unless the network is operating at full

capacity. Also, in order to provide the required quality of service (QoS) support to

different WPAN applications, continuous connectivity to all the nodes is essential.

We consider QPSK modulation at 2 Gbps, as in the system described in Sec-

tion 2.3. We assume that 200 symbols are required for beamformer training and
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signal acquisition/synchronization, adding 200ns of overhead. While this is ad-

equate for the single carrier system we envision, OFDM might incur additional

overhead; the framework for our analysis, however, would remain identical. The

physical layer control protocol overhead is assumed to be 50ns. Thus, the total

PHY overhead for each data transmission is 250ns. Note that at the nanosecond

scale, the propagation delays of signals can no longer be neglected. We assume a

maximum propagation delay of 50ns. We also assume that all the nodes operate

at the same data rate. The maximum allowed TXOP duration is assumed to

be 100µs. The AP polls each registered WT once every superframe and checks

connectivity. The superframe duration is allowed to vary as per the data require-

ments of WTs, but it is limited to a maximum duration (determined by the TXOP

interval, the number of WTs, and the system configuration).

We find the maximum aggregate throughput sustained by the network, assum-

ing backlogged UDP flows from the AP to all the WTs with a packet size (Psize)

of 1000 bytes. This UDP based application model can incorporate the require-

ments of the common WPAN applications including streaming content download

for HDTV, real time streaming and wireless data bus. Table 2.2 lists our notation

and parameter values.

The total time required to transmit a packet is given by

Tpkt = TPHY + Thdr + Tpayload + δp = 4.524µs. (2.5)
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Every successfully received packet from the AP is acknowledged by an ACK mes-

sage from the WT since the WTs do not have reverse data traffic. Thus, the total

number of packets transmitted in one TXOP is given by

Npkt =
TTXOP − Tpoll

Tpkt + TSIFS + TACK

= 19. (2.6)

In a network consisting of n active WTs fully utilizing their TXOP duration, the

total superframe time will be TSF = n·TTXOP + TTrCP , which for an eight WT

network evaluates to 850µs. We note that this duration is still small enough such

that the AP and WTs can closely monitor the changes in network topology and

they can adapt to the dynamics of the indoor environment by using multihop

relays. Thus, the aggregate throughput SSH sustained by the network under

consideration is given by

SSH =
n·Npkt·Psize

TSF

, (2.7)

which equals 1.43 Gbps for the eight WT example. If we assume that m out of n

WTs in the network are connected through two hop paths, the TSF increases by

mTTXOP to facilitate data transfer over multihop paths without any packet loss.

The aggregate throughput SMHR in that case will be

SMHR =
n·Npkt·Psize

TSF + m·TTXOP

. (2.8)

Fig. 2.7 illustrates the aggregate network throughput for an eight WT network

as a function of the number of blocked WTs using relays for data transfer. The re-
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Figure 2.7: Aggregate network throughput for an eight WT network as a function
of the number of blocked WTs connected via relays.

duction in aggregate network throughput (as compared with 1.43 Gbps in full sin-

gle hop connectivity case) is the cost incurred in order to maintain connectivity to

all the active WTs and to ensure that even the lost WTs do not suffer from packet

loss because of blockage of the direct link to the AP. We therefore consider this re-

duction in the aggregate network throughput as graceful throughput degradation.

We note that at nanoseconds time scales, the packet processing delays at the

AP and the WTs are non-negligible and should be accounted for in order to get

the actual delays. Because these factors appear in all our time approximations,

they will cause a similar shift in the estimates.
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2.5 Performance Evaluation

2.5.1 Simulation Model

We first describe our simulation model which consists of the Matlab radio

propagation tool that calculates the link losses (see Section 2.3), and the packet

level simulations for performance evaluation of the directional relay MAC proto-

col. We then present the simulation results and discuss the insights obtained from

the results.

Packet Level Network Simulation: We have implemented the multihop relay

directional MAC protocol over the QualNet Network Simulator [61]. The link loss

data obtained from the Matlab mm-wave propagation tool is fed into the physical

layer module of the QualNet simulator, modified to model mm wave communica-

tion. The physical layer model also accounts for the antenna directivities while

evaluating the signal to interference and noise ratio (SINR) values at each node,

which are used to calculate the bit error rates (BER) based on the selected modu-

lation. Packet loss probabilities are evaluated using the BER value and the packet

size, which then determine successful or failed packet reception. The MAC and

the PHY layer parameters used for the simulations are listed in Table 2.2. To

obtain the maximum supported data rates in the system, each WT is assumed to
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(d) AP control overhead and data transmission.

Figure 2.8: Protocol performance: living room scenario.

download UDP data from the AP such that the AP is always backlogged. The

indoor environment is characterized by the parameters listed in Table 2.1. We

refer back to the two example scenarios: the living room and the office space (see

Figs. 2.3(a) and 2.3(b)) introduced in Section 2.3 to evaluate the performance of

the multihop relay directional MAC protocol.
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2.5.2 Simulation Results

Fig. 2.8(a) shows the aggregate network throughput as a function of time for

the living room scenario - both for the case with obstacles and in an unobstructed

environment. We observe that the aggregate throughput remains fairly consis-

tent, even in the presence of the moving and stationary obstacles. The difference

between the two curves quantifies the associated throughput drop (as compared

with the throughput achieved in an unobstructed environment) when multihop

relay is used to communicate with the blocked WTs that would have otherwise

been unreachable from the AP.

The throughput achieved by the individual WTs in the living room setting is

shown in Fig. 2.8(b). All the WTs effectively receive the same average through-

put over time because of the equal service weights assigned to all the WTs in

the simulations. The assignment of different transmission scheduling weights to

packets based on the QoS requirements of the applications at each WT is a trivial

extension of the equal weight case presented here. Fig. 2.8(c) presents the num-

ber of WTs connected via multihop paths at different sampling instances of the

simulation. We infer that at any time instant, there are a significant number of

WTs using multihop relay, which indicates the importance of multihop paths in

maintaining uninterrupted network connectivity even under the scenarios where

many LOS links are blocked because of obstacles.
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Figure 2.9: Office scenario with two relay WTs.

Fig. 2.8(d) illustrates the AP’s data transmission rate and the control overhead

due to polling, lost node discovery, and relay path setup, as a function of time for

the living room scenario. The graph demonstrates the low relative control over-

head, and also provides insight into the variation of the control message overhead

as a function of the number of WTs on multihop connectivity. The direct relation

of the control overhead and the number of nodes on multihop connectivity arises

from the lost node discovery and the poll messages for the blocked WTs in each su-

perframe. The AP needs to check whether the WT is back on LOS connectivity in

every superframe. Although the AP remembers the corresponding relay WT used

in the last superframe to avoid having to search for a relay in every superframe, it

needs to check whether the previous relay node is still connected in the current su-
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(c) AP control overhead and data transmission.

Figure 2.10: Protocol performance: office scenario.

perframe. This accounts for the proportional (although relatively small) increase

in the control overhead with increasing number of WTs on multihop paths.

The aggregate network throughput for the office setting is plotted in Fig. 2.10(a).

Fig. 2.10(b) shows the throughput achieved by the individual WTs. Fig. 2.10(b)

presents an interesting scenario where WT1 is completely inaccessible (i.e., it is

blocked from all the other nodes in the network) from 47.0 seconds to 47.3 seconds.
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(d) AP control overhead and data transmission.

Figure 2.11: Protocol performance: office scenario with two relay WTs.

Therefore, it achieves zero throughput because the lost node discovery procedure

does not yield a relay node for multihop communication to WT1. This example

demonstrates that the number and placement of relays play an important role in

ensuring that the probability of complete blockage of the WTs is minimal. Now

consider the scenario shown in Fig. 2.9 where an additional relay node is added
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to the office network to ensure that no WT is completely isolated. Figs. 2.11(a)

and 2.11(b) show the aggregate network throughput and the per-WT throughput

for this setting, respectively. The additional relay adds redundancy by sharing

the relay transmission load and ensures that the network is connected throughout

the simulation duration. However, it is important to realize that 100% connectiv-

ity consistency cannot be guaranteed for all scenarios - one can imagine different

pathological cases where a WT can be completely isolated, although a majority

of these scenarios do not correspond to realistic use cases of WPAN devices. Usu-

ally the number of required relays depends on how challenging the indoor setting

is in terms of the chance of complete blockage of WTs. This likelihood can be

minimized by intelligently choosing relay positions (high up on the walls, or on

the ceiling) such that they have a better chance of always being connected to the

WTs.

Fig. 2.11(c) shows the number of WTs connected via multihop paths at dif-

ferent sampling instances of the simulation for the office scenario with two relay

WTs. The inference is the same as for the living room scenario: multihop relay

plays a critical role in maintaining network connectivity and high data rates to

each WT.

Figs. 2.10(c) and 2.11(d) illustrate the AP’s data transmission rate and the

associated control overhead as a function of time for the two office scenarios.
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Fig. 2.10(c) provides an interesting insight. The spike in the control overhead

for the office scenario with a single relay at around 47 seconds is because of the

AP’s repeated lost node discovery attempts to search for the lost WT1 that is

completely isolated for 0.3 seconds. In this example, the AP is configured to

continue searching for the lost WT to illustrate the possible high overhead in such

cases because of the repeated lost node discovery attempts. This spike can easily

be avoided by configuring the AP to search for a lost WT only for a short period

of time (equivalently, the AP performs lost node discovery attempts only over a

limited number of contiguous superframes), after which the AP should consider

the WT to have left the network. The lost WT can join the network again when

it comes out of complete blockage (i.e., it can reach one of the network WTs or

the AP). Figs. 2.10(c) and 2.11(d) also reaffirm the insight on the relationship

between the number of nodes on multihop connectivity and the control overhead

obtained from the living room scenario.

QoS Performance: Since the multihop directional relay MAC protocol is essen-

tially a contention free transmission scheduling-based MAC protocol, it can offer

assured QoS to different applications over the typical WPAN scenarios. Moreover,

the protocol can easily be extended to incorporate the well known QoS enhanc-

ing MAC features such as block/no acknowledgments and traffic prioritization in

IEEE 802.11e HCCA [62]. Since our motivation is to illustrate the promise of mul-
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tihop relay and directional communication as key enablers for 60 GHz WPANs,

we focus on showing their potential via our base protocol.

2.6 Summary

Our results illustrate the critical role of cross-layer design in exploiting the

large unlicensed bandwidth available in the 60 GHz band. The diffraction-based

connectivity model is an effective tool for cross-layer design: it yields results

that conform to our intuition that directional LOS mm wave links experience

relatively high levels of outage due to stationary and moving obstacles. Despite

this fragility of the individual mm wave links, we show via extensive packet-

level simulations that the proposed multihop MAC architecture is successful in

providing robust connectivity in typical “Superbowl Party” and office settings.

Thus, unlike the infrastructure mode operation in the 2.4 GHz and 5 GHz WLANs

where the WTs communicate with the AP over a single hop, we believe that

multihop communication, possibly with nodes explicitly designated as relays, must

play a fundamental role in 60 GHz WPANs.
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Chapter 3

60 GHz Outdoor Mesh Networks

While recent progress in RFIC design in the mm-wave band has spurred signif-

icant recent interest in 60 GHz networks for indoor multimedia applications, our

focus in this chapter is on multiGigabit outdoor 60 GHz mesh networks with link

ranges on the order of 100 meters. Such mm wave mesh networks can provide a

high-speed backhaul needed for broadband connectivity in regions where there is

limited wired or optical infrastructure. Further, these networks can also serve as a

means of stimulating competition by enabling smaller broadband service providers

to bypass the existing infrastructure provided by entrenched carriers.

3.1 Introduction

In this chapter, we take the first steps towards defining an architecture for

outdoor 60 GHz mesh networks, accounting for the unique characteristics of mm

wave communication. Specifically, our goal is to address what we believe is a
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critical bottleneck in the design of 60 GHz mesh networks: medium access control

(MAC) for highly directional links. We constrain the links to be highly directional

because it is both essential and feasible. Directionality is essential because, for

omnidirectional transmission, the path loss scales as λ2, where λ is the carrier

wavelength, so that 60 GHz is 22 dB worse than 5 GHz. Given the difficulty of

producing RF power at mm wave frequencies, such a loss in the link budget is

unacceptable. By using narrow beams at both the transmitter and receiver, how-

ever, we can more than compensate for the loss: for the same antenna size, the

directivity scales as λ−2, so that the overall path gain with directive antennas at

both ends scales as λ−2, leading to a net gain of 22 dB over 5 GHz. Directionality

is feasible because, at these small wavelengths, large-scale antenna arrays can be

realized as patterns of metal on circuit board, and can be employed to synthesize

electronically steerable (e.g., see [63,64]), highly directional beams for nodes with

form factors comparable to that of a WiFi access point.

The use of highly directional links requires a complete rethinking of MAC pro-

tocol design relative to what we are used to in CSMA-based WiFi networks for

two reasons. Since spatial interference is significantly reduced, interference man-

agement or avoidance becomes a secondary consideration. On the other hand, the

deafness resulting from directionality means that carrier sensing or promiscuous

listening in order to monitor the state of one’s neighbors is no longer feasible.
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TOP VIEW

(a) Yagi-Uda antenna array

TOP VIEW

(b) Open-slot antenna array

Figure 3.1: Steerable arrays with high directivity and compact form factors.

In this chapter, we first use a statistical analysis of interference to show that, for

the antenna directivities of interest to us, even uncoordinated transmission for dif-

ferent transmit-receive pairs leads to small collision probabilities. This motivates

a pseudo-wired abstraction to serve as a first order approximation of mm-wave

wireless links, and provides insights to guide MAC design. Under this abstrac-

tion, transmissions on different links do not interfere with each other. However,

unlike a truly wired node, mm-wave network nodes have a half-duplex constraint,

i.e., they can only send or receive at a given time.

Guided by these insights on mm wave links, the second challenge that we take

up is whether we can design a distributed MAC protocol that is scalable and ro-

bust and that achieves coordination in the face of deafness in order to efficiently

utilize the medium.
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Before discussing network design, we note that electronically steerable links

can be realized for easy-to-deploy mesh nodes that can connect with a neighbor

node regardless of the direction of the neighbor’s location. Several concept designs

for steerable arrays with a 360◦ field of view for such omni-coverage yet highly di-

rectional nodes are currently being explored: Figs. 3.1(a) and 3.1(b) depict two

representative array implementations with Yagi-Uda and open-slot antennas, re-

spectively. Each element in the array can have significant directivity (e.g., up to 20

dBi), so that such arrays can be operated in beamswitched mode, but even higher

directivity, up to 26 dBi, can be obtained by combining signals from a small num-

ber of elements with overlapping fields of view. While hardware optimizations for

efficient realization of baseband and RF processing at such nodes are topics of on-

going research, the hardware developed for emerging indoor 60 GHz products [4,5]

imply that there are no fundamental roadblocks in realizing such nodes.

Contributions: We first provide a probabilistic analysis of the interference in-

curred due to uncoordinated transmissions in a 60 GHz outdoor mesh network,

and show that, for the parameters considered, the links in the network can be

thought of as pseudo-wired. That is, interference can essentially be ignored in

MAC design, and the challenge is to schedule half-duplex transmissions in the

face of the “deafness” resulting from highly directional links.
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We next present a distributed MAC protocol that attains high medium utiliza-

tion, comparable to efficient time division multiplexing (TDM), while avoiding

the network-wide explicit coordination required to implement global TDM sched-

ules. The key idea is to use memory to achieve implicit coordination among the

mesh nodes despite deafness. Each node persists in using the transmit or receive

slots that have been successfully used for a given neighbor, and puts slots over

which it has been unsuccessful on a per-neighbor blacklist. There is no attempt

at proactive interference avoidance and the blacklisting is oblivious to whether

the failure was due to deafness (more likely) or interference (less likely). Thus,

a node’s transmit and receive history with each of its active neighbors provides

feedback that is used for implicit coordination, and persistent use of a given slot

for transmitting to a given neighbor leads to an approximate TDM schedule. The

system is prevented from locking into undesirable schedules by each node leaving

“enough room” in its schedule, along with suitable randomization of persistence

and blacklist lifetimes, for adaptively accommodating changes in demand.

The novelty of our approach to MAC design lies in the use of simple learning

rules employed by each mesh node, based only on the memory of its own trans-

mit/receive outcomes, to converge to TDM-like schedules in a distributed fashion

with minimal control overhead. In addition to satisfying the design constraints

unique to highly directional 60 GHz networks, this approach obviates the need
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for frequent control message exchanges for coordination or local neighborhood in-

formation gathering/dissemination typical of the prior works on distributed MAC

scheduling. The advantages over a centralized approach are also worth stating:

lower overhead, and better scalability and fault tolerance.

We offer approximate analytical insights into the working of our protocol via

a Markov chain fixed-point analysis, and study the properties of the approximate

TDM schedules that arise from our protocol. We present an extensive evalua-

tion of our protocol using the QualNet simulator [61], modified to model 60 GHz

communication.

3.2 Related Work

To the best of our knowledge, this is the first work on interference analysis

and distributed MAC protocol design for mm wave mesh networks.

Directional networking for multihop wireless networks in the WiFi band has

been extensively studied in the past [23,24,27,28,65–67]. Many of these proposals

employ directional networking as an option to enhance the network performance

(via high spatial reuse or range extension) while still exploiting the broadcast na-

ture of omnidirectional communication for critical control message propagation.

Thus, such protocols do not apply to 60 GHz mesh networks where there is no
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omnidirectional mode. Further, most directional protocols designed for lower fre-

quency bands consider interference management as a prominent MAC design goal

and use explicit signaling for proactive interference avoidance, since the achievable

antenna directivities are much smaller than those possible at 60 GHz.

A few protocols that employ an out-of-band tone to compensate for the loss of

coordination [27, 66, 67] require additional control and hardware complexity: [66,

67] need multiple simultaneously active transceivers to concurrently transmit a

directional out-of-band busy-tone, whereas [27] requires delayed transmission of

an omnidirectional out-of-band tone. A variation of slotted Aloha is proposed

in [28], where each idle node equipped with an adaptive antenna array beamforms

towards the strongest tone (tones precede every packet transmission), and forms

nulls towards potential interferers. Another approach is to use directional flooding

of control messages on all sectors [24]; this would have prohibitive overhead for

60 GHz nodes employing a large number of narrow sectors.

While our goal here is to design a MAC protocol providing high network uti-

lization and a rough measure of fairness, the pseudowired abstraction presented

here can also form the basis for scheduling algorithms (perhaps layered as a small

perturbation on top of a MAC such as ours) that explicitly account for traffic

patterns. This is an important topic for future work, especially for providing the

QoS that may be required for a wireless backhaul network. We anticipate that
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the large body of work on distributed link scheduling can be leveraged for this

purpose [68–70].

Note that we have previously employed the idea of “sticking” to TDM-like

schedules in a completely different context: efficient support of periodic traffic in

omnidirectional CSMA networks [9]. In [9], transmissions stick to periodic sched-

ules after a successful initial handshake, and use the memory of carrier-sensed

activity to avoid contention. Related work includes [71], which uses two priority

level broadcast control messaging over each slot, guided by the memory of the

past transmission outcomes. While the application of memory in this chapter

is quite different (enabling coordination in the face of deafness), all these works

indicate that memory and learning could potentially be powerful (and presently

underused) tools in network protocol design.

3.3 60 GHz Outdoor Mesh Architecture

We envision a rooftop or lamp-post based network with line of sight (LoS)

links. Our baseline scenario, used throughout this chapter, is a 2 Gbps link at a

range of 100 meters. Assuming Quadrature Phase Shift Keying (QPSK) signaling

(2 bits/symbol) at 1 Gsymbol/sec over a bandwidth of 1.5 GHz, for a desired

signal to noise ratio (SNR) of 15 dB (which allows for uncoded error probability
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of 10−9 or better), Oxygen absorption loss at 15 dB/km, and 10 mW transmit

power, we need antenna gains of about 24 dBi at both the transmitter and the

receiver in order to provide a 10 dB link margin.

In addition to the half duplex constraint, we assume that each node can only

communicate with a single neighbor during a time slot: all the other signals are

treated as interference. Techniques such as multiuser detection and interference

nulling could potentially enhance network performance, but our objective here

is to explore the performance with a simple physical layer implementable in the

short term.

While we focus on MAC design here because it presents the greatest challenge,

requiring adaptation at the packet time scale, we comment briefly on possible ap-

proaches for slower time scale mechanisms such as network discovery and slot-level

synchronization, which the MAC protocol builds on. We assume that nodes obtain

information about their neighbors as well as the antenna array weights to com-

municate with them via a neighbor discovery procedure executed during network

initialization. For example, a distributed variant of the algorithm proposed in [6]

can be employed: a discovering node sequentially scans each sector (angular region

determined by the antenna beamwidths) for the presence of neighbors by sending

a hello message and waits for the response(s). The hello message payload is pre-

ceded by a preamble that acts as a training sequence for the receiving nodes to
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beamform in the direction of the transmit node. The beamformed antenna array

weights obtained by the receiving nodes are recorded and used while responding

back, using reciprocity. Unregistered neighbors that successfully receive a hello

message respond within a time window, with a random transmit start time delay

to avoid a collision at the discovering node. This procedure is repeated multiple

times such that all neighbors are registered, where the hello message sent over the

last round requires any unregistered node to respond immediately to verify that

no neighbor is left unregistered. The order in which nodes perform network dis-

covery can either be coordinated by the gateway nodes, or it can be configured by

the network administrator. Note that the execution of the discovery procedure for

the complete network does not take more than a few seconds, which is acceptable

for bootstrapping the network.

We assume a time-slotted system where each node is coarsely synchronized

with its immediate neighbors, i.e., the slot boundaries are assumed to be aligned

to within a guard time. We define a frame to be a sequence of k contiguous

time slots. While the frame duration is assumed to be common, the frame start

times or the time-slot indexing may be different for different nodes. In principle,

a coarse time synchronization can initially be achieved during network discovery

and re-calibrated thereafter, via the gateway nodes. Note that for outdoor mesh

nodes, GPS-based synchronization is also a viable option. While a detailed in-
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vestigation of distributed or gateway-led synchronization mechanisms is beyond

the scope of this chapter, we note that effective local synchronization mechanisms

that account for the high link directionality can be devised, for example, using

distributed approaches inspired from [72,73].

We assume that after network initialization, a receiving node has the ability

to “tune into” a transmission from any of its neighbors. Such capability, which

greatly simplifies MAC design, does not necessarily require advanced signal pro-

cessing. For example, a receiver can rapidly scan its antenna beam in the (known)

directions of all of its neighbors at the beginning of a time slot to look for possible

incoming transmissions. In this manner, the signal acquisition and beamforming

overhead can be kept reasonably low.

A complete network architecture also requires design and optimization of the

higher layers, including possibly admission control, routing, and traffic-sensitive

scheduling, in addition to MAC. A detailed investigation of these issues is beyond

the scope of this chapter. In our MAC performance evaluations, we restrict atten-

tion to two scenarios: saturated traffic (to evaluate medium utilization efficiency)

and constant bit rate traffic with static routing (to evaluate delay and delay jitter

performance).
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3.4 Network Model

For our interference analysis, we consider a Poisson distribution of nodes over

a large area with a density ρs. If we now randomly select a subset of NT nodes

as transmitters, the distribution of transmitters on the area of interest is also

Poisson, with density ρ = ρspt where pt is the probability that the selected node

is transmitting. For a large deployment area A, we have ρ ≈ NT

A
.

We assume that a transmission is successfully decoded by the receiver if the

total signal to interference and noise ratio (SINR) is above a given threshold,

say β = 15 dB (which allows for uncoded QPSK modulation at a BER of <

10−9). Otherwise, a collision occurs and the transmission is lost. The amount of

interference depends on the location of the interferer(s) relative to the receiver,

and the radiation patterns of the antennas at the receiver and the interferer(s).

The standard Friis transmission equation gives the received power as a function

of range r as

PR(r) = PT GRGT

( λ

4πr

)2

e−αr (3.1)

where PT is the transmitted power, GR, GT are the gains of the receive and

transmit antennas respectively, λ is the wavelength, and α is the attenuation

factor due to absorption in the medium. For a mm wave link at 60 GHz, λ = 5

mm and α can be as high as 15 dB/km. Since lower absorption rates leads to
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Figure 3.2: Gain pattern for a flat-top antenna and a linear array of flat-top
elements.

more interference, we use the conservative value of α = 10 dB/km in our numerical

results for interference analysis.

3.4.1 Directional Antenna Model

Directional antennas are characterized by their pattern functions that measure

the power gain G(φ, θ) over the spherical azimuthal and elevation angle coordi-

nates φ, θ. We assume that all nodes are on the same horizontal plane, and do

not consider variation in beam pattern over the elevation angle θ, and work with

the normalized 2-dimensional pattern

g(φ) , G(φ, 0)

Gmax

where Gmax = max
φ

G(φ, 0) (3.2)

The azimuthal beamwidth of the antenna is then given by

∆φ =

∫ π

φ=−π

g(φ)dφ (3.3)
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One idealization that proves to be very useful for our interference analysis is

that of a sectorized “flat-top” directional antenna, which has unit gain within its

beamwidth and zero gain outside. More precisely,

g(φ) =





1, |φ| ≤ ∆φ
2

,

0, otherwise

(3.4)

While the flat-top antenna is an useful idealization, practical directional an-

tenna gains have a more complex dependence on the azimuth angle. For instance,

sidelobes in the gain function could cause significant interference even in directions

far from the antenna boresight. While exact computation of the gain functions of

practical mm-wave antenna arrays can be messy (because array elements usually

are directional themselves), we can obtain useful models with some simplifying

assumptions. In Fig. 3.1 only a subset of the array elements with significantly

overlapping mainlobes contribute to the antenna gain in any specific direction.

The number of elements in this subset can still be quite large: for instance if

the diameter of the overall array is 10 cm, and the inter-element spacing is a

half-wavelength, and each element has a azimuthal beamwidth of, say, 120◦, we

can have on the order of 20− 30 elements with overlapping beams. If we assume

that the beams of these elements are approximately flat, and neglect the curva-

ture of their placement, we can approximate this sub-array as a uniform linear

array, each of whose elements has a flat-top response. In particular, we obtain
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Figure 3.3: Approximating a circular array of slot antennas as a uniform linear
array of flat-top elements.

the following gain function for an N element linear array in which each individual

flat-top element has beamwidth ∆φ0:

g(φ) =





1
N

sin(N
2

π sin φ)

sin( 1
2
π sin φ)

, |φ| ≤ ∆φ0

2
,

0, otherwise

(3.5)

Fig. 3.2 shows the beam patterns for a narrow beam flat-top antenna and

a 12-element linear array of broad-beam flat-top elements. The beamwidth in

both cases (as defined as in (3.3)) is the same, 20◦. While we have chosen a

20◦ beamwidth for ease of display, in our numerical results, we use a beamwidth

of 10◦; this requires a 27-element array of flat-top antennas with sector-width

∆φ0 = 120◦. Fig. 3.3 illustrates how to approximate a circular array with a linear

array with flat-top elements.
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Figure 3.4: The geometry of interference with directional antennas.

3.5 Interference Analysis

We now investigate the validity of a pseudo-wired model for the links in a mm

wave mesh network, by analyzing the probability of packet failure for uncoordi-

nated transmissions. Consider the transmitter-receiver pair shown in Fig. 3.4;

without loss of generality, assume that the receiver is located at the origin and

is communicating with the transmitter located along the X-axis, at a distance

less than or equal to the reference link distance R0 while undergoing interference

from other concurrent transmissions. The other NT − 1 interfering transmitters

are randomly placed over the area A, and are transmitting to receivers located at

randomly chosen orientations.

In their well-known work on wireless network capacity [1], Gupta et al intro-

duce two different models of interference. In the protocol model, a packet loss
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occurs if and only if there is some interfering node whose signal at the receiver ex-

ceeds a given threshold. In the physical model, a packet loss occurs when the total

interference from all nodes exceeds a given threshold. The models are summarized

as follows:

Pr(collision) ,





Pr
(
maxk Pk ≥ 1

β
P0

)
, (protocol model)

Pr
( ∑NT−1

k=1 Pk ≥ 1
β
P0

)
, (physical model)

where Pk is the power at the receiver of the signal from the k’th interferer. Since

∑
k Pk ≥ maxk Pk, it follows that the Pr(collision) for the physical model is lower-

bounded by the corresponding value for the protocol model. We first derive an

expression for the collision probability under the protocol model for the flat-top

antenna, and extend the derivation to more general directional antennas, and then

to the physical model. Our derivation is similar to the analysis of localization error

in [74].

3.5.1 Protocol Model with Ideal Flat-Top Antennas

For the ideal flat-top antenna, only interferers located within the boresight

of the receiver can cause a collision. Further, a transmitting node within this

sector causes interference only if the receiver is within its boresight, which has

probability q = ∆φ
2π

(since the potentially interfering transmitter is sending to a

randomly chosen receiver). Let Ri be the interference range i.e. the maximum
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distance an interferer can be from the receiver and still cause a collision. Using

(3.1), the signal and interference powers are evaluated as:

PR ≡ P0 = PT G2
max

( λ

4πR0

)2

e−αR0 (3.6)

Pinterf = PT G2
max

( λ

4πRi

)2

e−αRi (3.7)

where we used GT = GR = Gmax for the antenna gains assuming that the interferer

and the receiver are within each other’s boresights. We set PR = P0: when

the transmitter and receiver are steered towards each other, this is the signal

power designed for at the reference distance R0. Using the collision condition

Pinterf ≥ 1
β
P0, we can rewrite (3.7) as:

R2
i

R2
0

eα(Ri−R0) = β (3.8)

which determines Ri as a function of the SINR threshold β.

The number of potentially interfering transmitters is therefore a Poisson ran-

dom variable with mean ρAi, where Ai = 1
2
∆φR2

i . The probability of any of these

actually causing a collision is q, so that the number of interferers Ni causing a

collision is also Poisson, with mean qµi. The probability of a collision is therefore
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given by

Pr(collision) ≡ Pr(Ni > 0) = 1− e−qµi (3.9)

= 1− e−
(∆φ)2

4π
ρR2

i ≡ 1− e−βρR2
0Ac ,

where Ac , (∆φ)2

4π
e−α(Ri−R0) (3.10)

For a beamwidth of ∆φ = 10◦, β = 15 dB and ρR2
0 = 1 (corresponding to roughly

πρR2
0 ≈ 3 transmitting nodes within communication range of each receiver), (3.10)

gives an estimate of Pr(collision) ≈ 3.7%, which suggests that acceptable MAC

performance may be possible with minimal coordination for interference manage-

ment.

3.5.2 Protocol Model with General Directional Antennas

We now generalize (3.10) to a general directional antenna. We first compute

the probability of collision due to a single interferer at a fixed location at a distance

r, and angle φ1 relative to the receiver as shown in Fig. 3.4. The angle φ2

represents the direction of the interferer’s beam relative to the receiver. We model

φ1, φ2 as independent and uniformly distributed over (−π, π], given the random

orientation of the interfering transmitter and its beam relative to the desired

receiver. Signal power is still given by (3.6), and the interference power is:

Pinterf = PT G2
maxg(φ1)g(φ2)

( λ

4πr

)2

e−αr (3.11)
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Figure 3.5: Flat-top beamwidth.

where we used GR = Gmaxg(φ1) and GT = Gmaxg(φ2). Using (3.6), we can rewrite

(3.11) as

Pinterf = P0g(φ1)g(φ2)
(R0

r

)2

e−α(r−R0) (3.12)

Therefore the probability pc(r, φ1) that this interferer would cause a collision is

pc(r, φ1) , Pr
(
Pinterf ≥ 1

β
P0

)

= Pr
(
g(φ1)g(φ2) ≥ 1

β

( r

R0

)2
eα(r−R0)

)

=
1

2π

∫ π

−π

1
(
g(φ1)g(φ2) ≥ 1

β

( r

R0

)2
eα(r−R0)

)
dφ2 (3.13)

where 1(.) is the indicator function that takes the value 1 when its argument is

true, and 0 otherwise.

Consider now an interferer placed at random within a large area A. Then the

probability of collision p̂c can be obtained by averaging (3.13) over all possible
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positions of the interferer:

p̂c =
1

A

∫ ∫

(r,φ1)∈A

pc(r, φ1) rdr dφ1

=
βR2

0

A

∫ ∫

r̂,φ1

pc

(√
βR0r̂, φ1

)
r̂dr̂ dφ1 (3.14)

where we set r̂ , 1√
β

r
R0

, i.e. r̂ is the distance of the interferer normalized to the

reference link distance R0 and interference threshold β. Using (3.13) in (3.14), we

get

p̂c =
βR2

0

2πA

∫ ∫

r̂,φ1

∫ π

φ2=−π

1
(
g(φ1)g(φ2) ≥ r̂2eαR0

(√
βr̂−1

))

dφ2 r̂dr̂ dφ1 (3.15)

We now let the area A become infinitely large and cover the whole plane. From

(3.2), g(φ1) and g(φ2) are upper-bounded by 1. We therefore only need to consider

r̂ ≤ e
αR0

2 in (3.15), because the argument of the indicator function 1(.) in (3.15)

is always false outside this range. Then we have

p̂c = βR2
0

Ac

A
, where (3.16)

Ac , 1

2π

∫ e
αR0

2

r̂=0

∫ ∫ π

φ1,φ2=−π

1
(
g(φ1)g(φ2) ≥ r̂2eαR0

(√
βr̂−1

))

dφ2 r̂dr̂ dφ1 (3.17)

We now consider NT − 1 = ρA interferers placed randomly in the area A. Each

interferer has a collision probability p̂c with the receiver given by (3.16). A collision
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occurs if at least one of these interferers cause a collision, and its probability is

given by

Pr(collision) = 1− (1− p̂c)
NT−1 = 1− lim

A→∞

(
1− βR2

0

Ac

A

)ρA

= 1− e−βρR2
0Ac (3.18)

Since (3.18) has an identical form to (3.10), the collision probability depends on

the antenna pattern only through Ac. Thus, for the protocol model, we can restrict

attention to an equivalent flat-top model whose beamwidth can be calculated from

(3.10) and (3.16) as ∆φeq ,
√

4πAce
α
2
(Ri−R0). For instance, a linear 24-element

linear array of flat-top antennas of sector size 120◦ and half-wavelength spacing

has an equivalent “flat-top” beamwidth of about 15◦ for α = 10 dB/km. Fig.

3.5 shows the equivalent “flat-top” beamwidths for linear arrays of different num-

bers of flat-top elements and half-wavelength spacing; as seen from the figure, the

“flat-top” beamwidth is numerically close to the algebraic beamwidth given by

(3.3) and does not vary much with the SINR threshold β.

3.5.3 Physical Model

In the protocol model, only nodes located within a bounded distance from the

receiver are capable of causing a collision. On the other hand, for the physical

model, interfering signals from a large number of far-away transmitters could, in
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principle, sum up at a desired receiver to cause packet failure. It turns out that

traditional upper bound techniques such as Chernoff and Markov-type bounds do

not work well when characterizing sum interference over a large area. We therefore

use a hybrid approach, using an analytical Markov upper bound to characterize

the effect of “far-away” interferers, and characterizing the sum interference from

interferers within a bounded region through Monte-Carlo simulations. Let rk be

the distance of the k’th interferer from the receiver. We write the total interference

power as the sum of two contributions Pnear and Pfar, defined as:

Pnear ,
∑

{k:rk≤Rth}
Pk, and Pfar ,

∑

{k:rk>Rth}
Pk (3.19)

where Rth is a suitable large distance, say Rth = 40R0. Then we have

Pr(collision) = Pr
(
Pnear + Pfar ≥ 1

β
P0

)

≤ Pr
(
Pfar ≥ 1

β
∆P

)
+ Pr

(
Pnear ≥ 1

β
(P0 −∆P )

)

≤ E[Pfar]

∆P/β
+ Pr

(
Pnear ≥ 1

β
(P0 −∆P )

)
(3.20)
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where we used the Markov Inequality to bound the first term in (3.20). The

expectation in the first term is readily evaluated as:

E[Pfar] ≡ ρ

2π

∫ ∞

r̂=Rth

∫ ∫ π

φ1,φ2=−π

P0g(φ1)g(φ2)
R2

0

r2
e−α(r−R0)

rdr dφ1 dφ2

=
(∆φ)2

2π
P0(ρR2

0)e
αR0

∞∫

r=Rth

e−αr

r
dr

/ (∆φ)2

2π

P0(ρR2
0)

αRth

eα(R0−Rth) (3.21)

3.5.4 A Pseudo-Wired Abstraction

Figs. 3.6 and 3.7 show the collision probabilities for ideal “flat-top” arrays

and for linear arrays with ρR2
0 = 1 and α = 10 dB/km and beamwidth=10◦

and different values of the SINR threshold β. The probabilities were computed

analytically from (3.18) and also from (3.20) where the second term in (3.20) was

evaluated by the use of Monte-Carlo simulations and the first term from (3.21)

with Rth = 40R0 and ∆PdB = P0,dB − 30 dB.

We observe that when the desired SINR β increases beyond about 15 dB, the

probability of collision approaches 10%. For the parameters corresponding to the

reference link budget described in Section 3.4, the collision probabilities are small.

Furthermore, in this highly directional regime, the probability of collision under
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Figure 3.6: Flat-top antenna.
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Figure 3.7: Linear array.

the physical model does not appreciably differ from the protocol model. This in-

dicates that we may not need to worry about far-away interferers or the details of

antenna beam patterns (using the notion of the equivalent flat-top beamwidth).

We conclude that the MAC designer can use the following pseudo-wired ab-

straction: as a starting point: (1) Half-duplex constraint. Each node can either

transmit or receive at any given time but not both. (2) No interference. Trans-

missions between two distinct pair of nodes are unlikely to interfere with each

other, and can be largely ignored in MAC design.
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3.6 Simulations

To verify the pseudowired abstraction, we simulate a naive slotted Aloha

protocol (prior studies on slotted Aloha with directional communication include

[28,75,76], but our goal is to examine the relative effects of interference and deaf-

ness on performance). We note that far better performance can be obtained using

more sophisticated MAC designs presented in the next section.

Simulation set-up: We consider random network topologies with 25 or 50 nodes

spread over a 500m x 500m flat terrain. Every node initiates one constant bit rate

(CBR) flow to each of its neighbors. Whenever a node has a new packet to trans-

mit, it beamforms towards the direction of the intended receiver and transmits

the packet in the next slot. If the node does not receive an ACK, it attempts to

retransmit the packet with a probability pretx over the next slots. A node returns
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to the unbacklogged state after every successful packet transmission. We consider

a sectorized antenna design with each sector covered by an array of high-gain

horn elements (e.g., a linear array of four horn elements of directivity 18dBi each

achieves the total directivity of 24dBi, with the horizontal sector-span of 20 de-

grees.) We use the QualNet Network Simulator [61], modifying the QualNet PHY

and Antenna modules to model propagation in the mm-wave band and our link

budget design.

Fig. 3.8 shows (for 25 nodes) the aggregate network throughput versus network

load, with pretx = 0.1. The throughput is significantly higher than with omnidi-

rectional Aloha. Fig. 3.9 plots the empirical cumulative distribution function of

the per-flow throughput for slotted Aloha for an input per-flow rate of 300Mbps

for 25 and 50 node random topologies over a fixed terrain. Clearly, naive Aloha

does not achieve anywhere near fair resource allocation among flows. The average

throughput per flow decreases with node density: having more neighbors makes

transmit-receive coordination more difficult, and increases interference. However,

packet losses due to failed coordination are an order of magnitude higher than

those due to interference: the fractions of failed receptions relative to the total re-

ceived packets because of interference and failed coordination are 2.2% and 35.7%,

respectively, for 25 nodes, and 5.6% and 47.2% for 50 nodes.
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Therefore, for the directivities typical of mm wave nodes with compact form

factors, the pseudo-wired model is indeed appropriate, which motivates a radically

different approach to MAC design. Rather than focusing on interference manage-

ment as in conventional MAC design, we must now devise scheduling mechanisms

that address deafness. Based on these design principles, we now describe our

Memory-guided Directional MAC (MDMAC) protocol for 60 GHz mesh networks.

3.7 Memory-guided Directional MAC

By virtue of deafness, the only feedback immediately available to a node is

regarding its own transmitted and received packets. The novelty of our protocol

lies in using memory and learning to arrive at approximate TDM schedules, based

on this minimal information. Given the reduced spatial interference, there is no

attempt by the nodes to account for the effect of their own transmissions on their

neighbors. However, mechanisms for adapting the TDM schedules are built in;

this allows reaction to interference (in the few cases where it does occur) and

changes in the traffic pattern, and avoids locking into grossly unfair schedules.

We begin our exposition with a näıve approach to using memory, and successively

introduce the refinements that lead to our final design, in order to clarify the

reasoning behind our design choices.
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Figure 3.10: A six node network toy example.

3.7.1 Use of Memory for Implicit Coordination

Suppose that node A wishes to transmit to a neighbor node B, and randomly

picks one of the free slots in a frame to do so. If the transmission is successful,

node B responds with an ACK, and both nodes mark the slot as designated for

communication from A to B in future frames, thus creating an implicit reservation.

Node B uses the receive beamforming weights learnt during the first transmission

in future slots corresponding to this reservation, and uses reciprocity to trans-

mit beamform its ACKs to node A. The A→B reservation persists over multiple

frames until (1) A has no more packets to send to B, or (2) A’s transmission fails

repeatedly over multiple frames, or (3) A or B explicitly terminates the reserva-

tion. If A’s initial transmission to B fails (i.e., A does not receive an ACK from

B), it flags the slot as “blocked” for future transmission attempts to B.

Problems with the näıve approach: Clearly, if all nodes follow the preceding

procedure, the network settles into a TDM schedule without explicit coordination.
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(a) Node 4 suffers outage.
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(b) Probabilistic state reset.
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(c) Explicit state reset.
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Figure 3.11: Instantaneous throughputs

However, this näıve approach can have a number of problems. Nodes which start

late can get locked out in a saturated network, and deadlock conditions can arise

due to, for example, nodes A and B trying to send to each other in the same slot.

As a toy example, consider the simple six-node network in Fig. 3.10, where nodes

2 and 3 each have a high data rate flow to node 1 starting at 1s. Node 4 attempts

to obtain bandwidth starting at 2s. Assume that all the flows have a base rate

enough to saturate the 1 Gbps link. We simulate this scenario over QualNet,

using simulation parameters described in detail later, in Section 3.9. Fig. 3.11(a)
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shows the instantaneous flow throughputs. While the throughputs for the flows

2→1 and 3→1 settle to half the link capacity, flow 4→1 gets completely locked

out because we have not yet put in mechanisms for perturbing the TDM schedules

to accommodate new flows.

Probabilistic State Reset: We now introduce a decentralized, probabilistic

mechanism that produces enough churn to allow rearrangements in the TDM

schedules. We limit the slot state lifetimes in the following manner: over each

frame, there is a nonzero probability that a slot state (e.g., transmit to, receive

from, or blocked for transmit attempts to, a given neighbor) is reset, making the

slot available for future frames. Thus, each node gives up some of its commit-

ted transmit or receive slots and also forgets the blocked slot information after a

random number of slots. Due to the randomization in this mechanism, different

slots become available at different times, thereby offering all the neighbor nodes

a chance to grab these slots. The reset probabilities can be state-dependent, and

can be tuned to respond to the expected traffic dynamics.

For our simple example of Fig. 3.10, we find that assigning random lifetimes

to slot states (e.g., with average lifetime of 100 frames) does prevent node 4 from

being completely locked out. However, as shown in Fig. 3.11(b), the through-

put achieved by node 4 over the initial three seconds is still much less than that

achieved by nodes 2 and 3. This motivates the need for devising more effective
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ways to perturb the TDM schedules so as to quickly respond to traffic demands,

and to maintain some notion of fairness. Before we describe further refinements

towards this end, however, we present a simple model that offers analytical insights

into the average throughput performance.

3.7.2 Approximate Protocol Modeling

For our analytical model, we assume that each node has a pseudowired link

to each neighbor. In addition, we make the following simplifying approximations

that decouple the complex interactions among neighbor nodes or links, and allow

us to capture the essential tradeoffs in a compact manner:

• We focus attention on protocol dynamics at a single “typical” node, as an ap-

proximate representation of interior nodes in a large network. We also assume

that all time slots in a frame evolve independently, and develop a Markov model

for the state of a given slot over multiple frames.

• Each node maintains state information on each of its outgoing and incoming links

for each slot. Outgoing links can be in one of the following states: “Transmit” (T),

“Idle” (I) and “Blocked” (B), where respectively the link is actively transmitting,

idle or blocked in the corresponding time slot. The MDMAC protocol allows only

links in the “Idle” state in a given slot to contend for a reservation. For incoming

links, this simplifies to only two states: “Receive” and “Idle”. In addition, we
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Figure 3.12: MDMAC model: state diagram for an outgoing link.

introduce the “Unavailable” (U) state, indicating that the link cannot contend for

that slot because some other link for that node is in “Transmit” or “Receive” state.

• We approximate the state of the links of a node as independent of the state of

the links for all other nodes. Clearly, this is not strictly true: a “Transmit” state

at node A sending to node B automatically implies that node B is in “Receive”

state for that slot. However, this decoupling approximation provides a convenient

scenario for analysis.

• The schedule activated on each slot is chosen randomly and independently from

the other slots. This is reasonable for a saturated network where all nodes always

have traffic to transmit on all of their links.

• We approximate the states of different links for a given node (in a given time

slot) as independent.

The state diagram for an outgoing link under this model is illustrated in

Fig. 3.12. We denote the steady state probabilities of state s as Ps, where s ∈

{T, I, B, U}, and the transition probability from s1 to s2 as Ps1s2 . Let N denote the
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number of neighbors for a “typical” node. We now introduce a new tunable proto-

col parameter, corresponding to nonpersistent contention: the listening probability

pl which is the probability that a node decides not to contend for transmission

on any of its outgoing links. Thus, the probability that a node with all links idle

chooses to transmit over a given link (each link is chosen with equal probability)

is ptx/N , where ptx = 1−pl. The steady-state probabilities for any state s satisfy:

Ps =
∑

s′
Ps′sPs′ (3.22)

Assuming that the neighbors of the typical nodes are themselves typical, the

transition probabilities for the Markov model in Fig. 3.12 must satisfy certain

consistency conditions. Before developing an iterative procedure for computing

these in general, we first consider a simple two node network.

Modeling a Two-Node Network: For the outgoing link from a node, we

observe the following: the Unavailable state means that the incoming link from

the neighbor is active, the Idle state means that the incoming link is Blocked or

Idle, and the Blocked state means that the incoming link is Blocked or Idle. We

now compute the transition probabilities for one of the links. The probabilistic

state resets are modeled as follows: Tslot and Tblock are the average transmit/receive

slot and blocked slot lifetimes. Therefore,

PTI =
1

Tslot

, PUI =
1

Tslot

, and PBI =
1

Tblock

(3.23)
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To compute PIT , note that this state transition requires that the node choose to

contend in the slot rather than listen (probability ptx) AND either the receiving

node is in Blocked state, OR the receiving node is in Idle state AND chooses to

listen (probability pl). Thus we have:

PIT = ptx

(
PI

PI + PB

pl +
PB

PI + PB

)
(3.24)

where we used the independence approximation to infer that the conditional prob-

abilities of the incoming link being in the Blocked or Idle states given the reference

link’s Idle state are proportional to the respective steady-state probabilities. Using

similar reasoning, we can evaluate the other probabilities as:

PIU =
ptxplPI

PI + PB

, PBU =
ptxPI

PI + PB

, PIB =
p2

txPI

PI + PB

. (3.25)

Procedure 1 defines an iterative algorithm to compute the steady-state probabili-

ties. Consistency demands that the steady-state probabilities of the Transmit and

Unavailable states should be equal for the two node network because of symmetry,

and indeed we find that this is always the case. We now compare the analytical

and simulation results for the expected link utilization for successful transmis-

sions for each node. Observe that the total medium utilization in this case would

actually be the sum of the transmit link utilization for the two nodes sharing the

link capacity. The steady-state probabilities calculated from the Markov chain

model are: PT =PU= 0.489, PI= 0.015 and PB= 0.007. QualNet simulations of
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Algorithm 1 State probabilities computation

1: Initialize PI = 1, PT = PU = PB = 0.

2: Use the current values of Ps and (3.23), (3.24), (3.25) to compute the transition

probabilities Pss′ .

3: Use the values for Pss′ obtained in Step 2 and (3.22) along with the normal-

ization condition
∑

s Ps ≡ 1 to solve for the state probabilities and update

the values of Ps.

4: Return to Step 2 until convergence.

the protocol for this setting yields the fraction of the successful transmit and re-

ceive state slots as 0.492 each, which demonstrates a close match. The other state

fractions are Blocked: 0.013 and Idle: 0.002 - the differences correspond to ad-

ditional refinements embedded into the actual MDMAC QualNet protocol model

(see Section 3.7.4).

The preceding reasoning can be extended to obtain the state probabilities {Ps}

of the “typical” link for an arbitrary network, i.e., for nodes with N bi-directional

links for arbitrary N . The algebra is a bit more involved. For instance, unlike for

the two-node network, a link being in Unavailable state does not automatically

mean that the corresponding incoming link is active; any of the other 2N−1 links

from/to the same node can be active. We illustrate the method by deriving an

expression for PIT , the probability of transitioning from Idle to Transmit state on
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the reference link. This requires that the node chooses to contend for transmission

(probability ptx) rather than to listen, and that out of the subset of the N outgoing

links that are in Idle rather than Blocked state, the reference link is chosen. We

already know that the reference link is in Idle state. The probability of any other

link being in Idle state is PI/(PI + PB). Thus, the probability of the reference

link being chosen to contend is given by

pc = ptx

N−1∑

k=0

(
N − 1

k

)(
PB

PI + PB

)m (
PI

PI + PB

)k
1

k + 1
,

where m = N − 1 − k. In addition, for the contention attempt to be successful,

the corresponding receiving link on the neighboring node, must be in the Idle

or Blocked states, and the neighboring node must choose to listen rather than

contend to transmit itself on one of its Idle outgoing links (if there are any Idle

links, or else all its outgoing links must be in Blocked state). The corresponding

probability (pr) is

pr = pl(PI + PB(1−
(

PB

PI+PB

)N−1

)) + PB

(
PB

PI+PB

)N−1

. Furthermore, the receiving

node must choose the reference link out of all of its own other N − 1 neighboring

nodes (also “typical” nodes) who also happen to be Idle and contending for this

slot (probability PIpc). Using this we finally have

PIT = pcpr

N−1∑

k=0

(
N − 1

k

)
(PIpc)

k

k + 1
(1− PIpc)

m, (3.26)
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Figure 3.14: Medium utilization by node
transmissions.

where m = N − 1 − k. The expressions for other transition probabilities can be

computed using similar reasoning: we omit the details here for lack of space. Pro-

cedure 1 can then be used to compute the steady-state probabilities {Ps}. Note

that consistency requires that PU = (2N − 1)PT .

To illustrate the results of the analysis, let us first consider a six-node topology

in Fig. 3.13 where every node has four neighbors with link-saturating flows in each

direction. The steady-state medium utilization for successful transmissions from

each node is obtained as 0.426. Packet-level simulation of the same scenario yields

0.43. We now employ our analytical model to get insight into the effect of the fol-

lowing parameters on the performance of MDMAC (1) PTI , PUI , and PBI ; and (2)

pl = 1− ptx, under saturated traffic conditions and a given network node density.

We consider the probabilities PTI and PUI such that the average transmit/receive
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state lifetime Tslot is in the range of 100 to 1000 frames, which correspond to the

PTI , PUI values of 0.01 to 0.001. We choose these values based on the criterion

that the schedules should be maintained for a time that is one or two orders of

magnitude larger than the worst-case packet round trip times for nodes which are

multiple hops away from a gateway. In order to understand the effect of tuning the

state lifetimes, for each value of PTI , we consider the following Blocked state reset

probabilities: PBI = PTI or PBI = PTI/2. For the symmetric six-node topology,

Fig. 3.14 shows the expected total medium utilization by a node’s transmissions

to all its neighbors. We only show a sample of our results to highlight the insights.

We find that PTI= 0.001, and PTI= 0.002 yields the best performance among the

parameter choices that we have considered. Also, the medium utilization is rela-

tively insensitive to the value of the listening probability pl (in the range 0.1-0.7).

We observe similar trends for medium utilization over a large range of neighbor

densities, and therefore set PTI=PUI= 0.001 and PBI= 0.002 for our evaluation

(Section 3.9). These relatively large state lifetimes result in less throughput loss

due to churn, while (as we shall see) providing enough possibility for rearrange-

ment of schedules to ensure fairness. Although our analytical guidance for choice

of PTI , PUI and PBI is for saturated traffic, our simulations indicate that these

values are effective for unsaturated multihop mesh traffic as well.
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3.7.3 Fairness: Explicit State Reset (ESR)

In addition to the preceding mechanisms of probabilistic state reset and non-

persistent contention, we introduce the following strategy to improve the fairness

of link bandwidth allocation among neighbors: as long as the fraction of commit-

ted transmit or receive slots at a node is less than a threshold (say, TESR = 90%),

its medium access continues as before. However, when this fraction exceeds TESR,

the node successively picks the neighbor that holds the highest share of the com-

mitted transmit or receive slots, and resets the state (i.e., considers the slot as

free) for a randomly picked slot among the committed slots until the fraction

drops below the threshold. Transmit and receive commitments are treated sepa-

rately while deciding which slot to free up: for many mesh traffic scenarios, the

allocation can otherwise be very asymmetric in terms of the transmit and receive

slot allocations to a neighbor, which can lead to gross unfairness. The ESR mech-

anism ensures that when the bandwidth demand at a node starts to approach the

total link capacity, the node switches to an “alert” mode to ensure that the band-

width allocations are not grossly unfair. The node perturbs the TDM schedule

by freeing some slots from neighbors that consume the greatest share of the link

bandwidth, in order to free up bandwidth for other neighbors. There is no need

for this mechanism when the total demand is considerably less than the link band-

width, but we do need enough “slack” in the schedules such that the probability
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that a node quickly grabs a free slot is reasonably high. Based on this tradeoff,

we have found from our simulations that a 90% threshold works well in practice,

in helping competing neighbors obtain a near-fair share of transmit and receive

opportunities under heavy traffic.

Fig. 3.11(c) shows that the instantaneous flow throughputs with the ESR strat-

egy employed for our toy example (Fig. 3.10) correspond to a near-fair bandwidth

allocation, when nodes 2, 3 and 4 are contending for bandwidth to transmit to

node 1. Fig. 3.11(d) shows the effect of ESR for multihop flows over our toy net-

work: flows 2→4 and 5→3 start at 1s and 2s, respectively, and are seen to settle

into a fair schedule. More sophisticated rules could be applied to decide which

slots to free up in order to enforce alternative bandwidth allocation policies (e.g.,

proportional fairness), but this is beyond our current scope.

3.7.4 MDMAC Protocol Design Details

Slot allocation tables : Each node maintains a slot allocation table that contains its

current transmit/receive state information. The state information for a particular

slot is updated either at the end of the slot, or at the beginning of a new frame: for

example, after a successful transmission on a previously idle slot, the slot’s state

changes from Idle to Transmit, and the associated neighbor information is also

stored. For N neighbors, and k slots per frame, the additional memory required to
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store the state information is O(Nk) units, which is dominated by the worst-case

size constraint on the blocked slot list. Thus, the memory and information process-

ing requirements for the protocol do not represent an implementation bottleneck.

Blocked slots : If a node’s transmit attempt fails, the slot is blocked for a geometric

number of frames, governed by the probability PBI . A blocked slot is not used for

future transmit attempts to that neighbor, except when there are no unblocked

free slots. In that case, blocked slots are picked with a low probability from the

pool of free blocked slots. This mechanism can be viewed as a smart per-node

directional backoff.

Persistence on packet loss on an existing schedule: If a packet transmission fails

in the Transmit state, the node changes the state to Tx-Unsure. The node will

continue to transmit over the slot, switching back to the Transmit state on a suc-

cessful packet transmission over the next frames, or freeing up the slot if the packet

transmission continues to fail. The state transitions for the receive side are similar:

the corresponding states are Receive and Rx-Unsure. The states Tx-Unsure and

Rx-Unsure control the level of persistence in the face of failed transmissions after

the schedule is set to Transmit/Receive: they help to ensure that the schedules are

relatively stable even under occasional packet loss. Nodes explicitly communicate

to the corresponding neighbor whenever a slot state (Transmit/Receive) is reset

to Idle, either because of the probabilistic state reset or the ESR mechanism: this
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is done via a state-reset bit in the data packet/ACK message headers, or via an

ESR message if the transmit packet queue is empty. This communication prevents

slot wastage on state reset by avoiding the neighbor’s transition to the persistence

states described above.

Per-neighbor packet queue backlog-based slot contention: Each node maintains a

per-neighbor output queue, and decides to contend for more transmit slots to a

neighbor based on the current queue backlog. For example, if the queue backlog

to a neighbor exceeds a threshold TQ, the node decides to contend for a new slot.

Any slot in the Transmit state is freed if the corresponding neighbor queue is

empty.

3.8 Medium Utilization with MDMAC

Before delving into detailed simulations that incorporate physical interference,

we first examine the properties of the TDM schedules resulting from MDMAC,

via the pseudowired model. Consider a directed graph G = (V, E) where V is the

set of nodes and the set of edges E represents the directed wireless links between

directly communicating neighbor nodes. We define a feasible schedule F ∈ E as a

set of links that can be simultaneously activated, i.e., that do not violate the inter-

ference constraints (for the pseudowired model this is the half-duplex constraint).
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We then define a maximal schedule M ∈ E as a feasible schedule that has the

additional property that adding any additional link to the schedule will result in

an infeasible schedule. Assume that every node has a link-saturating flow to each

of its neighbors. A TDM algorithm is a procedure that maps the set of available

slots to the set of feasible schedules. Clearly, any optimal TDM schedule requires

that a maximal schedule be used on every slot. While the MDMAC protocol does

not guarantee the use of a maximal schedule over every slot, our numerical results

show that it does achieve close to optimal schedules with high probability.

Worst-case missed transmit opportunities: We first consider a worst-case

estimate of the “missed” transmit opportunities under MDMAC. Specifically, we

compare MDMAC against a genie-based procedure in which the genie first looks

at the set of successful links activated by MDMAC, and then uses the complete

network topology information to schedule transmissions on the largest-cardinality

maximal matching of links that is a superset of the links activated by MDMAC. To

compute this, we consider a reduced graph Ri of links that can be simultaneously

activated with the set of links in the MDMAC schedule. Since MDMAC’s sched-

ule over each slot is typically close to a maximal matching, Ri is usually a very

small graph, for which the cardinality of the maximum matching can be quickly

obtained using a polynomial time maximum matching algorithm as in [77]. With

K links in the MDMAC schedule and L additional links found by the genie, the
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fraction of missed transmit opportunities is K/(K +L). If there was no successful

transmission over a slot, we randomly pick a maximal matching for comparison,

and set the fraction of missed transmit opportunities to one. For our six node toy

network (Fig. 3.10), we find that on average, MDMAC misses only about 5% of

transmit opportunities as compared with the genie-based approach.

Comparison with Greedy Maximal Scheduling (GMS): We also compare

MDMAC with a centralized GMS algorithm similar to [78], with the link weights

proportional to the fraction of past slots the link was inactive. The latter is a

more meaningful weight measure for saturated traffic than the link queue lengths

used in [78] as finite-size packet queues would overflow under saturated traffic.

The basic idea behind GMS is to incrementally obtain a maximal schedule in the

following manner: pick a link l with the maximum weight (breaking ties arbitrar-

ily) among the set of candidate links C (initially set E), remove l and the links

that cannot be simultaneously activated with l from the set C, continuing until

C is empty. Note that both centralized and distributed versions of GMS have

significantly higher control overhead than MDMAC (e.g., see [78]). Our objective

here is simply to show that MDMAC provides competitive medium utilization

despite its simplicity: for our toy topology (Fig. 3.10), the expected number of

links used per slot for the GMS algorithm turns out to be 2.4, whereas on average,

MDMAC uses 2.43 links per slot.
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The preceding performance metrics are calculated based on the pseudowired

model, which completely ignores signal interference (and hence overestimates per-

formance). We next report on packet-level simulations incorporating a detailed

60 GHz physical layer model that captures topology-dependent (albeit low) inter-

ference losses and random packet loss due to noise.

3.9 Simulation Evaluation

We compare the performance of MDMAC against a directional Slotted ALOHA

(DSA) protocol that benefits from the reduced interference by exploiting the

highly directional 60 GHz links (see Section 3.6). DSA serves as a good baseline

to understand the potential performance advantages of using memory for medium

access coordination. We do not undertake a comparison of MDMAC with the

other lower frequency directional MAC protocols, since these protocols are either

not applicable because of their underlying assumptions or not designed for the

highly directional 60 GHz networks that we consider. For example, most WiFi

mesh networking protocols primarily focus on interference management and incur

significant control overhead (e.g., RTS-CTS type message exchange, out-of-band

tones, directional message broadcasts in each sector, etc.) to avoid interference

(see Section 3.1).
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Parameter Value
PHY raw data rate, uncoded QPSK link (R) 2 Gbps

PHY overhead (signal acquisition/beamforming) (TPHY ) 1µs
Payload + header transmit duration (1000 + 56) ∗ 8/R

SIFS interval 500ns
Total packet transmission+ACK duration 7.69µs

MDMAC slot duration, frame duration (50 slots) 8µs, 400µs
PTI = PUI , and PBI 0.001, 0.002

Queue backlog to trigger a new slot contention ≥ 6 packets
Prob(a blocked slot picked when no other free slots available) 0.02

Table 3.1: Simulation parameters

In addition to the utilization-related performance metrics described in Sec-

tion 3.8, we define a weighted MAC Fairness Index (MFI) metric in order to

accurately capture the MAC level resource allocation fairness in a saturated net-

work:

MFI =
(
∑m

l=1 yl/wl)
2

m
∑m

l=1 y2
l /w

2
l

=
µ2(yl/wl)

µ2(yl/wl) + σ2(yl/wl)
, l∈E

where wl = 1/max(cs(l), cd(l)), cs(l) and cd(l) are the number of neighbors of

link l’s transmit and receive nodes, respectively; m is the total number of links,

and µ and σ are the mean and the standard deviation of the weighted link flow

throughputs yl/wl over all links l. Note that 0 ≤ MFI ≤ 1, and for wi = 1 ∀ i,

MFI equals the Jain’s Fairness Index [79].

Simulation Model: We evaluate the performance of MDMAC and DSA via

simulations over the QualNet Simulator. We have modified the QualNet physical

layer and Antenna modules to model the 60 GHz propagation characteristics and

capture our link budget (see Section 3.3). The transmit/receive antenna patterns

106



Chapter 3. 60 GHz Outdoor Mesh Networks

are obtained from a simple abstraction of the antenna models discussed in Sec-

tion 3.1. We divide the 360◦ azimuthal coverage area into 18 sectors. Each sector

is covered by a linear array of four highly directive antenna elements (with element

pattern approximated by a horn element pattern of directivity 18 dBi). At any

instant, the steered antenna patterns and other link budget parameters are used

to calculate the signal to interference and noise ratio (SINR) at a node, which then

yields the bit error rate (BER) based on the modulation: the packet loss proba-

bility evaluated from the BER and the packet size determines successful or failed

packet reception. We note that our physical and MAC layer simulation parameters

listed in Table 3.1 are representative numbers used for illustration; our inferences

about MDMAC performance do not depend on these specific parameter choices.

We consider random mesh network topologies of 25 and 50 nodes spread over

a 500m x 500m flat terrain. The 50 node topologies are considered to stress-

test our protocol design for high-density deployments where interference becomes

more significant, and coordination is more challenging. For the mesh topologies

with gateway nodes, we run a clustering algorithm over the random topologies to

assign gateway nodes in such a way that no mesh node is more than three hops

away from its gateway. We simulate the network discovery procedure during the

network initialization phase from 0 to 1s. The start times of all the flows are
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Figure 3.15: Aggregate throughput.
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Figure 3.16: Missed transmit
opportunities.

25 node topologies 50 node topologies
GMS 0.93 0.93

MDMAC 0.91 0.88
DSA 0.39 0.20

Table 3.2: MAC Fairness Index (MFI)

randomly chosen between 1 to 2s. Our simulation results are obtained over 10

simulation runs with a different network topology and traffic for each seed.

Saturated Network Traffic Model: Fig. 3.15 compares the aggregate net-

work throughput achieved by GMS, MDMAC and DSA. The aggregate network

throughput for MDMAC is comparable to the centralized GMS, and much higher

than DSA. Table 3.2 compares the MAC Fairness Index (MFI) averaged over

the different simulation runs. MDMAC’s MFI is slightly lower than the MFI for

GMS; however, both values are reasonably close to the optimal value of 1. For

DSA, the lack of coordination leads to unacceptable link outages for a large frac-
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tion of neighbors (20% and 40% on average for the 25 and 50 node topologies,

respectively), which translates to DSA’s low MFI.

Fig. 3.16 shows MDMAC’s average worst-case missed transmit opportunities:

each corresponding to a different simulation experiment, calculated using the pro-

cedure described in Section 3.8. We note that on average, the TDM schedules

generated by MDMAC are within 6% and 7% of the corresponding largest cardi-

nality maximal matchings on the network graphs for the 25 and 50 node topologies,

respectively. The low missed transmit opportunities demonstrate the efficiency of

the distributed TDM schedules that emerge from MDMAC.

Multihop Mesh Traffic Model: This model captures the traffic asymmetries

expected in multihop mesh networks. We assign a UDP-CBR flow of rate 200

Mbps from each mesh node to its gateway or/and from a gateway to each node in

its cluster, with a probability 0.5. Fig. 3.17 shows the aggregate network through-

put for MDMAC and DSA. MDMAC’s implicit transmission coordination results

in a significantly higher aggregate throughput than DSA (35% and 52% higher for

the 25 and 50 node topologies, respectively). The higher fractional gain for MD-

MAC over the 50 node topologies demonstrates that MDMAC is effective despite

the increased contention and interference resulting from the high node density.

We now look at the end-to-end delay and delay jitter for the received packets to

obtain insight into the QoS performance. Fig. 3.18 plots the average packet delay
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Figure 3.19: Delay jitter.

for MDMAC and DSA. Observe that the times taken by the nodes to find slots in

MDMAC’s schedules over multiple hops turn out to be much lower than the typical

Internet traffic delay requirements which are on the order of 100s of milliseconds.

MDMAC’s TDM-like performance leads to much lower jitter, as seen in Fig. 3.19.

To illustrate MDMAC’s ability to adapt to changes in the traffic pattern, we

consider an example with short-lived, high datarate flows, over a portion of a 25

node random topology around a gateway node 9 (see Fig. 3.20). Fig. 3.21 shows
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Figure 3.20: Portion of a
25 node mesh topology.
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Figure 3.21: Instantaneous flow throughputs.

the instantaneous flow throughputs: flow 23→9 starts at 1s with a throughput of

900Mbps. At 1.5s, flow 9→15 of lifetime 1.5s starts: the schedules quickly adapt

such that the two flows share the link bandwidth equally. At 2s, a bidirectional

flow (9→12, 12→9) of lifetime 500ms is initiated: MDMAC’s explicit state reset

mechanism adapts to the changed traffic and readjusts bandwidth allocations for

a fair sharing of the total bandwidth. The flow throughputs quickly recalibrate

after a flow ends. The results illustrate MDMAC’s ability to quickly adapt and

maintain link-level fairness.

3.10 Summary

We have pointed out how the unique physical layer characteristics of mm wave

links impact MAC design for 60 GHz outdoor mesh networks. Our interference
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analysis framework enables a quantitative evaluation of when we can model highly

directive links as pseudo-wired. For the directivities typical of mm wave nodes

with compact form factors, the pseudo-wired model is indeed appropriate, which

motivates a radically different approach to MAC design. Rather than focusing

on interference management as in conventional MAC design, we must now devise

scheduling mechanisms that address deafness. Armed with this insight, we then

showed that 60 GHz mesh networks can operate at high utilization using a com-

pletely distributed MAC that exploits the interference reduction, while dealing

with the deafness that arises due to the use of highly directional, electronically

steerable, beams. The key idea is to obtain TDM-like schedules by using memory

about which slots work and which do not, while providing enough random “churn”

to allow for quick schedule adaptation. Finally, the promising results in this

chapter indicate the potential gains from memory and learning-based distributed

coordination in more general settings, including omnidirectional networks.
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Sticky CSMA/CA

4.1 Introduction

As we discussed in Chapter 1, wireless mesh networks offer an attractive solu-

tion for providing voice, multimedia, and best effort data services in areas where

deployment of a wired infrastructure is not viable or is economically unattractive.

However, a key drawback of current wireless mesh technology based on IEEE

802.11 standards is that it is not possible to provide bandwidth and delay guar-

antees to real-time applications such as voice and video [80]. The primary reason

is the variability in delay and loss performance that results from the requirement

that each packet must contend afresh for the medium. These drawbacks of IEEE

802.11 are only partly alleviated by its QoS extension IEEE 802.11e. Given that

medium access control is the bottleneck for providing QoS, an alternative ap-

proach is to employ Time Division Multiplexing (TDM) to obtain a collision-free
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transmission schedule. However, this requires fine-grained network-wide synchro-

nization and scheduling, which are difficult to implement. In this chapter, we

present Sticky CSMA/CA1, a medium access control mechanism that provides

TDM-like performance to real-time flows without requiring explicit synchroniza-

tion.

Our starting point is the observation that the traffic generated by real-time

flows exhibits a significant regularity. Can this regularity be exploited for more ef-

fective medium access control? After all, contention between nodes occurs because

a node cannot predict the actions of its neighbors. If the transmission schedule

for a node follows a regular pattern, its neighbors should be able to learn this pat-

tern using the CSMA mechanism, and thus avoid contention. While these ideas

are potentially applicable to a broad class of real-time flows, in this chapter, we

focus specifically on illustrating how they enable efficient support of Voice over

IP (VoIP) over wireless mesh networks. The success of VoIP over the wireline

Internet leads us to expect that it will be a key application driving the wider

acceptance and commercial success of wireless mesh networks. A broad range of

wireless VoIP solutions are commercially available and are being deployed in en-

terprises and campuses [82,83]. However, these products typically optimize VoIP

1The term sticky routing has been used for routing protocols in telephone networks [81] that
grab and hold resources while feasible. Sticky CSMA/CA also grabs and holds resources, but
for channel access: the context and protocol details are completely different.
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performance over a single wireless hop from a tetherless node to an Access Point

connected to the wired network. Our goal is to support VoIP in wireless mesh net-

works, thus significantly increasing the flexibility of deployment. The challenge is

to provide an adequate level of QoS, in terms of assured bandwidth, and bounded

delay and delay jitter.

Sticky CSMA/CA is based on the assumption that all the real-time flows in

the network are either naturally periodic (e.g., VoIP) or have been shaped by the

higher layers as periodic (constant bit rate) streams with the same period. A node

that has to transmit packets from a real-time flow monitors the medium using

the standard CSMA mechanism. When it detects an opportunity to transmit,

it attempts packet transmission, and on being successful, sticks to a periodic

schedule. Neighbors detect such periodic schedules using the CSMA mechanism

and avoid interfering with them. This medium access approach leads to a TDM-

like sharing of the medium among the real-time flows, with the periodicity of

the application and transmission schedule being used to obtain an implicit form

of synchronization. Delay-insensitive traffic has a lower priority than real-time

traffic and utilizes the bandwidth left over from the real-time flows.

From the point of view of implementation, Sticky CSMA/CA requires that the

nodes maintain carrier sense tables that record the periodic flows whose existence

it can infer using the CSMA mechanism. Upon arrival of a new real-time flow, a
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node looks at its carrier sense table to determine a periodic schedule over which

the medium is free, and contends for and grabs the medium at the first such

opportunity (i.e., it starts sending in a time interval that does not interfere with

the existing real-time flows in its carrier sense table). If the flow setup is successful,

the node locks onto a periodic transmission schedule. All the other nodes in the

network that overhear the control message exchange update their carrier sense

tables immediately, and the nodes that sense the new periodic transmission infer

that a new flow has been set up. Delay-insensitive traffic has lower priority than

real-time traffic and fills in the gaps remaining after the real-time flows have been

accommodated. We develop new contention resolution mechanisms for delay-

insensitive traffic that enhance the efficiency with which they utilize the left-over

bandwidth.

Our performance evaluations focus on a mix of VoIP and data traffic, for

which large gains in VoIP call carrying capacity are demonstrated relative to both

IEEE 802.11b and IEEE 802.11e. We show through analysis and extensive sim-

ulations that Sticky CSMA/CA achieves more efficient medium utilization than

IEEE 802.11e and can be used to provide the required QoS in terms of bandwidth,

delay and delay jitter to real-time flows. The underlying reason is that this scheme

obviates the need for medium contention for every frame that a node transmits,

exploiting the predictable and periodic nature of the high priority traffic. This ap-
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proach significantly reduces the probability of collision and the overhead due to the

backoff required for collision avoidance for every frame in IEEE 802.11. We also

show that, along with efficient support of significantly more real-time flows, the

performance in terms of throughput achieved for the low priority delay-insensitive

traffic is comparable to that of IEEE 802.11. These encouraging results indicate

that even for applications that do not exhibit periodicity and constant data rates

naturally (e.g., video, or even high-speed data pipes in a wireless backhaul), it

may be useful to artificially impose periodicity and predictability to improve the

efficiency of medium access. Detailed investigation of cross-layer architectures

that shape variable rate real-time traffic to take advantage of Sticky CSMA/CA

is beyond the scope of this chapter. However, we do provide some discussion as

to how this might be done for applications such as video in Section 4.6.

The rest of this chapter is organized as follows. Section 4.2 describes related

work. The design of Sticky CSMA/CA is described in Section 4.3. In Section 4.4,

we present an approximate analysis to obtain insight into the performance of IEEE

802.11 and Sticky CSMA/CA. Section 4.5 presents the simulation results obtained

in mesh networks with line and grid topologies. We conclude with a discussion of

various design and application aspects of Sticky CSMA/CA in Section 4.6. Note

that we use the terms VoIP and voice interchangeably throughout this chapter.
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4.2 Related Work

In the past few years, a considerable amount of work has addressed the area of

MAC layer design for providing the required QoS to voice, multimedia and data

applications over wireless networks. We discuss some of the proposed approaches

next.

The IEEE 802.11 standard MAC sublayer provides two different access mecha-

nisms: the Distributed Coordination Function (DCF), and the Point Coordination

Function (PCF) [84]. PCF is a centralized approach to perform bandwidth reser-

vations, which splits time into a contention-free period (CFP) and a contention

period (CP). A polling scheme controlled by a Point Coordinator that resides in

the Access Point arbitrates channel access during the CFP. PCF is not suited

for multihop wireless networks due to the requirement of centralized control and

the Point Coordinator at the Access Point. The Distributed Coordination Func-

tion (DCF) is based on CSMA/CA for frame transmissions and a random backoff

mechanism to avoid packet collisions. We describe this scheme in more detail

in Section 4.3. DCF’s drawback is that it does not provide service differentia-

tion. Due to lack of both medium access priorities and QoS support for different

applications, DCF is not suited for supporting real-time applications.

118



Chapter 4. Sticky CSMA/CA

The IEEE 802.11e standard extends the IEEE 802.11 framework by including

mechanisms for service differentiation [62]. Four access categories (AC), mapped

to eight traffic priorities, are defined for IEEE 802.11e. These ACs correspond

to different values of the following parameters: minimum contention window size

(CWmin), maximum contention window size (CWmax), and the Arbitration In-

terframe Space (AIFS) (time-interval between idle transition of the medium and

the start of channel access or backoff). A lower value of these parameters causes

shorter backoff intervals or wait periods before medium access, thereby prioritiz-

ing traffic. IEEE 802.11e has different queues for different ACs. It also provides

an optional token-like mechanism called TXOP (Transmission Opportunity) to

support packet bursts, where a node that has obtained access to the medium can

send multiple frames for an AC, up to a maximum time-limit, without further con-

tention. This contention-free bursting mechanism aids in transmission of bursty

traffic and improves medium utilization. One of the drawbacks of IEEE 802.11e

is the lack of assured QoS for individual flows. IEEE 802.11e can only provide

service differentiation among different ACs, but QoS degrades in the presence of

multiple contenders in the same AC because of medium access contention with

equal priority for every packet belonging to the same AC. The underlying reason

for lack of support of a deterministic QoS in IEEE 802.11e and IEEE 802.11 is

that every packet requires contention for the medium in these schemes, and no
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attempt is made to exploit the (natural or possibly imposed) predictability of

packet transmissions to minimize contention losses.

Blackburst [85] is a scheme based on modified IEEE 802.11 CSMA/CA de-

signed to provide QoS to real-time applications. In this scheme, a node with

real-time data contends for medium access by sending an energy burst (called a

blackburst) for time proportional to the wait time of the node. The node with

the longest burst wins the contention and transmits a frame. Blackburst does

not address the hidden terminal problem and requires that the nodes have the

capability to jam the medium. Another distributed MAC scheme derived from

IEEE 802.11 DCF is Distributed Fair Scheduling (DFS) [86], which is based on

Self-Clocked Fair Queuing (SCFQ) [87]. DFS achieves service differentiation by

assigning different backoff intervals to packets that belong to different flows based

on the weights assigned to the flows. This feature ensures higher throughput

to flows with higher weights, and fairer overall allocation of bandwidth as com-

pared to IEEE 802.11 DCF. DFS does not consider the delay bounds of real-time

packets, nor does it address mechanisms for determining appropriate weights for

different flows, both of which greatly influence the performance.

Multiple Access Collision Avoidance with Piggyback Reservations (MACA/PR)

[88] is a scheme that supports bandwidth reservations for real-time traffic. In this

scheme, each node maintains the real-time scheduling information of the neigh-
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boring nodes in its reservation tables (RT) by overhearing the data packets or

ACKs. The global reserved slot information is obtained by periodic RT exchange

among neighbors. The RT exchange takes care of the hidden terminal problem.

The drawbacks of MACA/PR are the piggybacking-based reservation approach

and the overhead of periodic RT exchange.

A few recent proposals attempt to take advantage of TDMA schedules for re-

ducing interference and for fair resource allocation over CSMA based networks [89,

90]. The Overlay MAC Layer (OML) [89] is an access control and scheduling

scheme that partitions time into equal size slots and allocates these slots among

loosely synchronized contending nodes. Though OML implements temporal fair-

ness and reduces interference by improving the predictability of medium access

among nodes, the coarse time-slot based resource allocation does not address the

QoS requirements of different applications. Another interesting MAC framework

proposed in the context of sensor networks is ZMAC [90]. ZMAC exploits TDMA

schedules among locally synchronized neighbors to improve medium utilization

and reduce packet collisions among two hop neighbors in a CSMA network op-

erating under high contention. Under low contention, all the nodes contend for

a slot but the slot-owner nodes have a higher priority over their neighbors by

virtue of a shorter contention window. This scheme incurs initial schedule allo-

cation overhead in the network deployment phase and, because it was designed
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for a sensor network, it does not consider service differentiation among different

applications for QoS support.

To the best of our knowledge, the proposed Sticky CSMA/CA scheme is the

first approach that exploits the characteristics of real-time applications to devise

medium access control strategies that reduce delay and delay jitter. Exploiting

the natural periodicity of VoIP is shown (in the succeeding sections) to lead to

large capacity gains relative to IEEE 802.11. This motivates future work (see the

discussion in Section 4.6) in taking this approach one step further, by imposing

artificial regularity at the application layer in order to obtain the enhanced QoS

obtained using Sticky CSMA/CA medium access.

4.3 The Sticky CSMA/CA Protocol

In this section, we describe the Sticky CSMA/CA protocol. We briefly outline

conventional CSMA/CA and introduce history considerations into CSMA/CA. We

then describe the carrier sensing mechanism and discuss the operation of Sticky

CSMA/CA for real-time and delay-insensitive traffic.
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4.3.1 Conventional CSMA/CA

The IEEE 802.11 DCF uses CSMA/CA for data packet transmission, along

with a random backoff mechanism to avoid collisions. A node that has a frame to

transmit senses the transmission activity in the medium. If the medium is free for

a distributed interframe space (DIFS) interval, the frame is transmitted. If the

medium is sensed as busy, the node waits until the medium is free for a fixed time

interval (DIFS if the last frame was received without any transmission errors, or

extended interframe space (EIFS) otherwise). After the medium is sensed idle

for a DIFS/EIFS interval, the node generates a backoff counter bi, which is a

pseudo-random integer with a uniform distribution in the interval [0, CWi], where

CWi = min(CWmax, 2
i−1(CWmin + 1) − 1) for the ith transmission attempt for

a frame. The node then decrements the backoff counter bi by one for every slot

width interval if the medium remains idle. If the medium becomes busy before bi

reaches zero, the backoff procedure is frozen and is continued after the medium is

sensed idle again for a DIFS interval. When the backoff counter reaches zero, the

node transmits the frame. If the transmission fails and the ACK is not received

from the receiver, then the node moves to the next backoff stage (i+1) and repeats

the procedure. Fig. 4.1 describes the backoff procedure for two nodes, A and B,

that can hear each other.
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Backoff for Node B

Backoff for node A

Figure 4.1: CSMA/CA: Backoff mechanism

4.3.2 Introducing History into CSMA/CA

CSMA/CA with history incorporates the history of the recent transmission

activity in the medium into the conventional CSMA/CA mechanism for packet

transmissions. The primary difference from conventional CSMA/CA is that the

medium activity history information is used to infer the time windows that are

occupied by periodic real-time flows. Time windows with periodic transmissions

are considered reserved by the existing real-time flows, and hence there is no

contention for these time windows. We assume that all the real-time flows are

periodic with a common period. The most relevant example of such flows is voice

applications, which generate periodic data based on the codec used (e.g., ITU-T

G.711 codecs periodically generate fixed sized packets at a data rate of 64Kbps).
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Figure 4.2: Activity Map: Nodes A and B have a bidirectional real-time flow
between them. Node C is a neighbor of nodes A and B. The activity maps of
nodes A, B and C contain reservations for the real-time flow between nodes A and
B. Note that the cycles need not start at the same time.

We define a cycle as the time period between two consecutive packet trans-

missions of any ongoing real-time session. Therefore, the transmission activity

over the last few cycles can be used to infer the real-time flow reservations of the

medium. All the nodes in the network maintain a medium activity map contain-

ing the medium busy/free state information over a fixed number of past cycles.

A node invokes conventional CSMA/CA to find a transmit opportunity, taking

into account its medium activity map to ensure that it does not interfere with

any existing real-time flow. A backoff mechanism similar to IEEE 802.11e, but

with smaller contention window parameters, is followed to avoid collisions. As

an example, consider a three node network with a bi-directional real-time flow

between nodes A and B. Fig. 4.2 shows the activity maps of the medium at nodes

A, B and C, assuming that node C can hear nodes A and B.
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4.3.3 Sticky CSMA/CA

We view continuous time in terms of time-slots. As mentioned before, we

assume that the cycle time is the same for all the nodes in the network. Note

that since we assume an asynchronous framework, the cycles can start at differ-

ent times at different nodes. A node with a new voice session practices a greedy

algorithm to grab a free time window. A free time window is defined as a set of

contiguous time-slots during which the medium is free. If the attempt to estab-

lish a flow is successful (we describe the mechanism of establishing a call later

in this section), the node sticks to the time window. This means that the node

sends packets periodically during the same time window in every cycle, unless the

session performance, measured in terms of packet loss, degrades beyond a certain

threshold. All new voice connection setup attempts and other packet transmis-

sions honor the time windows occupied by the existing voice connections and do

not contend for those slots. We describe the carrier sensing and contention mech-

anisms of Sticky CSMA/CA, and discuss various implementation considerations

next.

Carrier Sensing Mechanism

All nodes in the network maintain a set of Carrier Sense History Tables (CSH

Tables). A single CSH Table is a log of medium transmissions sensed by a node

126



Chapter 4. Sticky CSMA/CA

��������������
��������������
��������������
��������������
��������������
��������������

��������������
��������������
��������������
��������������
��������������
��������������

����������
����������
����������
����������
����������
����������

����������
����������
����������
����������
����������
����������

�������
�������
�������
�������
�������
�������

�������
�������
�������
�������
�������
�������

Busy

Idle

Busy

Idle

Busy

CYCLE TIME

Carrier Sense History Table

Medium

Figure 4.3: Nodes use CSMA to monitor the medium and mark their current
Carrier Sense History Table according to the sensed medium busy and idle times.

over a cycle. The CSH Table contains one entry for each time-slot of the cycle.

Each entry in the CSH Table is marked busy or free, based on the transmissions

sensed in the medium during the corresponding time-slot. A node marks a slot

as busy if it senses a transmission in its neighborhood during that time-slot, or

if it transmits or receives in that time-slot. The CSH Table is updated at every

medium transition among the four possible physical layer states: Idle, Sensing,

Receiving, and Transmitting. It is important to note that the MAC layer does

not need to be explicitly informed about the state of each time slot. MAC layer

can deduce the slot states from the medium state transition information passed

from the PHY layer without any additional overhead. Medium state transition

information is required even in conventional CSMA MAC schemes. Fig. 4.3 shows
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Carrier Sense Table

Carrier Sense History Tables

Cycle T−1
Cycle T−2

Cycle T−3
Cycle T−4

Cycle T

Figure 4.4: At the beginning of each cycle, nodes derive their Carrier Sense
Table as a summary of their Carrier Sense History Tables. The Carrier Sense
Table helps to identify periodic real-time flows.

an example of CSH Table maintenance. The number of CSH Tables required in

order to maintain the history of medium activity over the past N cycles is N.

In addition to the CSH Tables, the nodes maintain another table called the

Carrier Sense Table (CS Table). The CS Table is an activity map of the medium

that represents the predicted busy and free time-slots over the current cycle. The

CS Table has a format similar to a single CSH Table. The CS Table is derived at

the beginning of every cycle using the CSH Tables over the previous N cycles. A

simple approach to obtain a CS Table is to do a majority decision over each slot

in a cycle, e.g., if a slot is found busy in 75% of the CSH Tables over the last N

cycles, it is marked as busy in the CS Table. Fig. 4.4 shows an example of CSH

and CS Tables.
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The CS Table is maintained only on the basis of periodicity of the sensed

transmissions, and the information about the flows for which the node itself is

the sender or receiver. This approach significantly reduces the control overhead

as compared to the other techniques involving message exchanges, piggybacking

control information over data packets, or high power transmissions. There is no

extra message exchange required in this technique.

At high medium utilization, a few large sized data packets (e.g., FTP packets

of size 1500 bytes) transmitted in the carrier sensing range (CSR) of a node over

contiguous cycles might cause the node to falsely interpret these transmissions as

voice connections. This can cause the node to mark the corresponding slots in its

CS Table as busy, resulting in underutilization of bandwidth. We observe that a

high percentage of data packets in the network are significantly larger than voice

packets. We use this property to distinguish such data packets from voice packets.

Whenever a node senses a transmission for a time interval significantly longer than

that possible for a voice packet (e.g., more than double the time required for a voice

packet), it concludes that it has sensed a low-priority data packet transmission and

does not mark its CSH Table. Also, a node does not mark its CSH Table whenever

it receives or overhears low-priority data packet transmissions. In addition, simple

sanity checks of the CS Table data can also help in removing irrelevant history

information from the CS Table. The underlying reason for not accounting for low
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priority data transmissions in the CSH Table is to ensure that a node considers

only relevant high priority periodic data transmission information while preparing

its CS Table, thus foregoing transmission opportunities only for the periodic high

priority traffic in the network. These mechanisms improve medium utilization and

aid in prioritizing voice flows in the entire CSR of a node.

Contention Mechanism for Real-time Flows

To set up a new voice connection, a node checks its CS Table to find a set

of contiguous free time-slots to accommodate the new flow. If a free time win-

dow is found, the node waits until the beginning of the free time window. It then

employs the IEEE 802.11 CSMA/CA mechanism to transmit a Real-time RTS (R-

RTS) message to the intended receiver. The R-RTS message contains the required

packet transmission duration information for the new flow and a flow-identifier.

The flow-identifier, along with the source node address, uniquely identifies a flow

in the network. On receiving an R-RTS message, the receiver checks its CS Ta-

ble (activity map) to determine whether it can support the flow from the time

instant when the R-RTS transmission started (the propagation delay is negligible

as compared to the transmission duration, and thus is not considered). If the cor-

responding time-slots are free, the node sends a Real-time CTS (R-CTS) message

to the sender. The R-CTS message contains the flow-identifier and the duration
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Figure 4.5: Establishing a new flow: The sender uses its activity map to select
a suitable time window when it can establish a new real-time flow. The node
transmits an R-RTS message at the chosen slot and receives an R-CTS message
in response, thus setting up the flow.

information obtained from the R-RTS message. The sender and the receiver mark

their CS Table and overwrite all the CSH Tables to indicate the presence of the

new flow. The neighboring nodes of the sender and the receiver overhear the

R-RTS and R-CTS messages and use the duration information to update their

CSH Tables in a similar manner. The nodes in the carrier sense range (CSR) of

the sender and the receiver sense this periodic transmission and update their CS

Tables after a few cycles. Fig. 4.5 shows the flow setup procedure for a node.

To ensure that real-time flows win over low priority datagrams while contend-

ing for the medium during flow setup, we use an approach similar to IEEE 802.11e.

IEEE 802.11e uses the contention window parameters (CWmin, CWmax) and the

AIFS to prioritize different Traffic Classes (TC). Smaller CWmin and CWmax val-

ues and a shorter AIFS period ensure that a packet that belongs to a high priority

131



Chapter 4. Sticky CSMA/CA

TC accesses the medium ahead of a packet belonging to a low priority TC, thereby

prioritizing different TCs.

After a successful flow setup, the sender locks on to the slots; i.e., it transmits

voice packets during the same time-slots in every cycle. The receiver does not

send ACKs for the voice packets. ACKs result in a significant overhead for real-

time flows with short packets such as voice because the size of the ACK packets is

comparable to the size of the data packets [91]. Also, the physical layer preamble

and header (PLCP preamble and header), which are transmitted at the lowest data

rate, consume most of the transmission time required for these short packets.

Packet loss information summaries are sent by the receiving node to the sender

through a feedback mechanism. The feedback mechanism is required for the sender

to evaluate the condition of a real-time flow in terms of packet loss in the medium.

This is necessary because the ACK mechanism of IEEE 802.11 is not used for real-

time packets. Feedback messages are used to inform the sender of the cumulative

packet losses seen by the receiver over the last M cycles. A sender node requests a

feedback message by setting the Feedback Requested bit in the MAC frame header

of the voice packet. The sender requests a feedback message after every M/2 cycles

without feedback and continues sending the request with every packet of the flow

until it receives a feedback message. If the maximum number of cycles M without

the feedback message is reached, the sender pauses the flow and reattempts flow
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setup at a different time-slot through an R-RTS/R-CTS dialog. We call this

mechanism slot reconfiguration. The sender also utilizes the cumulative packet loss

information sent in the feedback messages to decide whether slot reconfiguration

is required.

Sticky CSMA/CA addresses the hidden terminal problem in the following

ways. The control message exchange for slot reservation (R-RTS and R-CTS)

between the sender and the receiver incorporates the receiver’s view of the net-

work before choosing slots for data transfer. A receiver does not respond to the

sender’s R-RTS message if it is aware of periodic transmissions over a portion of

the time window requested, or if it senses the medium to be busy during these

slots. In case a sender-receiver pair observes persistent packet losses over the re-

served slots because of interference (e.g., from a hidden terminal), the node pair

attempts to shift to another free time window that has a higher probability of be-

ing interference free. Thus, nodes avoid becoming trapped in lossy transmission

patterns by attempting slot reconfiguration after the observed packet loss exceeds

a certain threshold. Our performance evaluation shows that slot reconfiguration

is an effective technique to avoid lossy transmission patterns.

Another effective solution to counter packet losses due to interference is out-

of-stream packet retransmission. When the receiver of a periodic flow does not

receive an expected packet, it sends a retransmit request to the sender. On re-
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ceiving a retransmit request, the sender retransmits the corresponding packet as

a high priority datagram. The requested packet should be sent out-of-stream be-

cause inclusion of this packet in the periodic stream will delay the subsequent

packets in the stream. Our performance evaluation indicates that out-of-stream

retransmissions effectively counter losses of high priority voice packets. Another

approach for minimizing packet losses due to interference is to provide redundancy

in the transmitted payload by including multiple voice payloads in one frame, so

that the loss of a few frames does not affect the performance [91].

In general, the hidden terminal problem can be partially addressed by using

sensitive antennas (i.e., with low carrier sense threshold) at the nodes so that any

node that wishes to transmit can sense whether it will interfere with its neighbors’

ongoing packet receptions, and thereby avoid such interference. This solution has

an associated tradeoff of reduced spatial reuse because of the aggravated exposed

terminal problem. Nevertheless, this approach has been proposed in literature for

reducing packet collisions in systems where the required antenna sensitivity is not

a design constraint [92]. We have observed this tradeoff for Sticky CSMA/CA in

our performance evaluation.
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Contention Mechanism for Delay-insensitive Flows

Delay-insensitive flows are assigned a lower priority than real-time flows. MAC

layer operation for delay-insensitive data flows is based on CSMA/CA with his-

tory considerations. The data packet transmissions honor the reservations made

by real-time flows. Nodes do not attempt to transmit data packets over slots

in which high priority periodic transmission is expected. As mentioned before,

data packets have higher backoff parameters and a higher AIFS than that of real-

time flows to ensure that real-time flow setup requests receive a higher priority.

However, the CWmin and CWmax parameters are set to lower values as com-

pared to IEEE 802.11. This is because the time gaps left by the real-time flows

might not be sufficiently large to incorporate the probable long delays due to the

exponential backoff mechanism used in IEEE 802.11. Moreover, with reduced

contention in a voice/data network, large contention windows are not required

for collision avoidance. Our performance evaluation shows that even with smaller

contention window parameters, the throughput achieved by Sticky CSMA/CA for

delay-insensitive best effort traffic is comparable to that for IEEE 802.11.

With a large number of voice calls in the network, the time gaps left might not

be sufficient to transmit data packets, which can lead to starvation of data flows.

In systems where starvation of data flows is not acceptable, this problem can be

alleviated by setting a threshold on the number of voice calls admitted. Admission
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control schemes to enforce such thresholds are higher layer functionalities that are

beyond the scope of this chapter. We therefore do not impose any limits on the

number of voice calls in our performance evaluation.

Implementation Considerations

We discuss some important considerations for the implementation of Sticky

CSMA/CA in this section.

Time-slots: Time-slots are the time units in terms of which we define the

entries (marked busy or free) in the CS Table and the CSH Tables. We define time-

slots of a fine granularity. We mark a time-slot as busy even when the medium

is busy for only a fraction of the time-slot duration. Thus, a time-slot should be

small enough so that the portion of time for which the medium is not utilized is

insignificant. Also, a small slot width increases the memory requirements for the

tables. Based on these considerations, we chose the time-slot duration for Sticky

CSMA/CA as 20µs, which is the default slot duration (used for backoff) of IEEE

802.11b. In our simulations, we assume the cycle time as 20ms (the packetization

interval for voice). To allow for deviations of clocks of different nodes, extra slots

(called Leeway slots) at the beginning and the end of the transmission are marked

as busy in the CSH Table.
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CS Table Maintenance: The CS and the CSH Tables are implemented as

bitmaps, with each bit corresponding to a time-slot. The CSH Table for the

current cycle is updated only on medium transitions in order to avoid the overhead

of updating the table at every time-slot. Given a fixed cycle time, the size of the

CS Table and the CSH Tables depends on the width of the time-slots. Also, the

total size of the CSH Tables depends on the number of previous cycles (N ) needed

to derive the CS Table. For example, with the above mentioned slot width and

cycle time, the memory requirement for a system with CSH Tables spanning six

cycles is 875 bytes.

Reattempt Timer: It is necessary that the CS Table represent an accurate pre-

diction of the transmissions in the current cycle. A node that senses the medium

as free might not be allowed to contend for the channel because its CS Table indi-

cates an impending transmission. An example scenario where this can happen is

when a real-time flow ends in the carrier sensing range (CSR) of a node; the node

will have the corresponding slots in its CS Table marked as busy in the current

(and possibly the next) cycle, depending on the majority decision rule used to

decide the busy/free status of each slot. In order to improve medium utilization

in such cases, we use a Reattempt timer. A node starts a reattempt timer when it

is not allowed to set up a new flow or transmit a data packet because the medium

is expected to be busy as per its CS Table. The timer is set to expire at one of
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the intermediate slots of the expected busy period. When the reattempt timer

expires, the node determines whether the medium is actually busy. If the medium

is found to be free, the node initiates the Sticky CSMA/CA packet transmission

procedure again. This mechanism increases medium utilization even in the less

probable case of an inconsistent CS Table.

Dummy Reservation Packets: When there is a packet loss at an upstream

node during an ongoing multihop voice flow, the downstream nodes of the flow

do not have packets to send to their next hop neighbors. In this situation, a

downstream node sends dummy packets at its scheduled transmission slot to the

next hop node. This transmission helps in avoiding contention for the slot by the

CSR neighbors, in case of loss of a few packets (less than the loss threshold M ,

at which we delete the flow). Dummy reservation packets can also be used to

maintain slot reservations during short silence periods (up to a maximum time

limit) when VoIP packets are not generated because of the silence suppression

methods being used in the codec.

Probabilistic CSH Table Updates: A node that receives a data packet from

its neighbor cannot simultaneously sense the real-time transmissions of another

non-interfering node in its CSR. The repeated occurrence of this event (due to

high data traffic) can cause the nodes to lose the periodic flow information in their

CS Tables. This in turn allows them to transmit in the slots reserved by their
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CSR neighbors and cause interference. For this reason, we increase the proba-

bility of a node’s retention of the real-time flow information in its CS Table by

using probabilistic updates to the CSH Table. Whenever a node loses the periodic

transmission information of its CSR neighbors from its CS Table due to receiving

a long data packet, it copies the information from its CS Table to the current

CSH Table with a high probability, assuming that the CS Table has more reliable

information for those slots. Probabilistic CSH Table updates reduce the chances

of losing the slot reservation information and result in improved performance for

voice flows in the CSR of a node. We incorporate probabilistic updates in our

simulations with a high probability value (p = 0.95).

4.4 Performance Analysis for a Clique

We now provide an approximate analytical comparison of the number of VoIP

calls supported by Sticky CSMA/CA against those supported by IEEE 802.11b

DCF [93] and IEEE 802.11e EDCF [62]. For this purpose, we consider single hop

flows over a clique, which is a network where all nodes can hear each other. We

assume that there are no hidden terminals and the radio link is error free. De-

spite these simplifications, the clique-based analysis can be used to predict per-

formance for multihop flows over more complex networks, which can be roughly
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Figure 4.6: Variable time-intervals between two consecutive backoff counter
decrements at an IEEE 802.11 node.

viewed as multiple cliques stitched together. Because of the shared nature of the

wireless medium, the bandwidth required by a multihop flow can be estimated as

the number of hops traveled times the bandwidth required over one link. Such

computations can then be used to identify bottleneck links, which limit the max-

imum throughput in a multihop wireless network [94]. Applying the clique-based

estimates to the nodes surrounding the bottleneck link then provides capacity

estimates that match closely with the simulated performance.

4.4.1 IEEE 802.11b DCF Performance

The performance of IEEE 802.11 DCF has been analyzed in detail in [95]

and [96] for single hop scenarios. References [97] and [98] incorporate the consid-

erations for multihop flows. Our objective is to obtain the total voice call carrying

capacity for an IEEE 802.11b network. We estimate the voice carrying capacity
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of IEEE 802.11b using the saturation throughput analysis in [95], where satura-

tion throughput is defined as the maximum stable throughput of the network.

This analysis assumes ideal channel conditions (no hidden terminals, error free

radio link, and backlogged packet queues at every node) for a network of n nodes.

Through equations (4.1) to (4.3), we briefly outline the derivation found in [95]

for convenience (refer to [95] for details).

Continuous time is divided into variable length time intervals, defined as

epochs, at the beginning of which the backoff counter of each node decreases

by one. These epochs can be the IEEE 802.11b slot width (hence forth called δ) of

20µs if the medium is free, or can also include a medium busy time interval, since

the backoff counter is frozen when the medium is sensed busy. In the following

analysis of IEEE 802.11b DCF, by the term epoch, we will refer to this definition

of variable length time intervals. Fig. 4.6 shows the epochs as the time intervals

between two consecutive backoff counter decrements. A key assumption in this

model is that at each transmission attempt, irrespective of the backoff state of

the node, the packet transmitted collides with a constant and independent prob-

ability p, called the conditional collision probability. Under these assumptions,

the stochastic processes representing the backoff stage i ∈ (0,m); and the back-

off counter k ∈ (0,Wi − 1), where Wi = 2iWmin; can together be modeled as a

bidimensional discrete-time Markov chain. Using this Markov chain model, the
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Overhead Bytes Time (µs)
RTP 12 12*8/R
UDP 8 8*8/R
IP 20 20*8/R

IEEE 802.11 MAC 28 28*8/R
PHY Preamble 72/1
PHY Header 48/2

SIFS 20
DIFS 50
ACK 14 14*8/R + PHY Overhead

Feedback 20 20*8/R + PHY Overhead
Propagation (∆) 1

Table 4.1: Overhead in terms of time, with average data rate R.

probability that a node transmits in a randomly chosen epoch is obtained as

pt =
2(1− 2p)

(1− 2p)(Wmin + 1) + pWmin(1− (2p)m)
, (4.1)

where Wmin is the minimum contention window, and m is the maximum allowed

backoff state (i.e., Wmax = 2mWmin). In order to evaluate the conditional collision

probability p, due to the independence assumption, p can be defined as

p = 1− (1− pt)
n−1. (4.2)

This means that the probability of collision for a transmitted frame is the proba-

bility that at least one of the other n− 1 nodes also transmits in the same epoch.

Equations (4.1) and (4.2) can be solved for different values of n, m, and Wmin to

obtain p and pt for these cases.

Define the probability that there is a transmission in the considered epoch as

Ptx, and the probability that a transmission that occurs in an epoch is successful as
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Ps. The normalized saturation throughput S is defined as the fraction of time the

channel is used to successfully transmit payload bits, and can be evaluated as the

ratio of the average time spent in the transmission of useful payload information

over an average epoch duration. Define Tpayload as the time taken to transmit

a payload of a fixed size, Ttx as the time taken for successful transmission of

a complete packet including headers and other overheads, and Tcollision as the

epoch duration when the medium is sensed busy by each node during a collision.

Therefore,

S =
PtxPsTpayload

(1− Ptx)δ + PtxPsTtx + Ptx(1− Ps)Tcollision

. (4.3)

The normalized saturation throughput S can be evaluated for different sets of

n, m, and Wmin. The capacity of a bottleneck link in a multihop network can be

approximated through S evaluated for the two node case using (4.3), where both

nodes always have packets to transmit. The bottleneck link capacity constrains

the maximum number of multihop flows in the network where all the nodes can

hear each other. For example, if the bottleneck link supports a maximum of k

voice calls, the network can support a maximum of k/2 two hop voice calls, or

k/3 three hop voice calls, etc. Note that in reality, this approximation might be

imprecise because all the transmitters might not transmit with the same power;

the nodes might not be spaced equally apart; and the channel conditions are not
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the same at all the nodes. Nevertheless, it helps to obtain an estimate of the

number of calls that can be supported.

4.4.2 IEEE 802.11b VoIP Call Carrying Capacity

Table 4.1 shows the overhead associated with each voice frame sent, due to

different protocol layer headers and the MAC protocol overhead. We assume

that an ITU-T G.711 codec packetizing audio data every 20ms is used, which

results in payloads of size 160 bytes (data rate = 64Kbps). We assume that

IEEE 802.11b operates at the highest data rate of 11Mbps using the basic access

mechanism (no RTS-CTS). We also assume that IEEE 802.11b uses the short

physical layer preamble (PLCP preamble), which reduces the synchronization time

from 192µs (when the long physical layer preamble is used) to 96µs. The values

mentioned above correspond to the state-of-the-art IEEE 802.11b VoIP equipment

commercially available [83]. Define Tframe as the time required to transmit a frame
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Figure 4.7: The total number of voice calls supported as a function of the
incoming calls for a two node network, with nodes 150m apart.

(payload and headers), and ∆ as the propagation time. From Table 4.1, we have

Tpayload =
160 · 8

11
µs,

Tframe = TPHY + TMAC + TRTP+UDP+IP + Tpayload

= 262µs,

Ttx = Tframe + SIFS + ACK + DIFS + 2 ·∆

= 430µs,

Tcollision = Tframe + DIFS + ∆ = 313µs.
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Solving equations (4.1) and (4.2) numerically for the two node case (n = 2,

Wmin = 32, and m = 5, (as (CWmin,CWmax) for IEEE 802.11b are (31,1023)) [93]

and plugging in the required probability and transmission time values in (4.3),

we get the normalized saturation throughput S = 0.1924. This gives the satura-

tion throughput = S*11Mbps = 2.1164Mbps. Each voice call is equivalent to two

unidirectional constant bit rate (CBR) flows of data rate 64Kbps. Therefore, the

required data rate for a single VoIP flow = 128Kbps. Thus, we obtain the max-

imum number of calls supported as 16. This number matches with the capacity

we obtain from simulations, as shown in Fig. 4.7. The simulation parameters are

summarized in Section 4.5. Note that if the long preamble is used, the maximum

number of calls supported by IEEE 802.11b network decreases to 12.

The IEEE 802.11e EDCF network for a voice-only scenario is similar to IEEE

802.11b DCF, with different contention window parameters (i.e., (7, 31) instead

of (31, 1023) for voice packets). Note that prioritization of different access cate-

gories does not play a role in this scenario because we are only considering voice

calls. The total number of voice calls obtained in this case is 19, which matches

with the capacity obtained via simulations (see Fig. 4.7). It is important to note

that optional IEEE 802.11e protocol features (such as transmission opportunity

(TXOP) that facilitates contention free bursting) when enabled, result in a differ-
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ent overall network behavior. The effect of TXOP has been accounted for in the

simulation based performance evaluation in Section 4.5.

4.4.3 Sticky CSMA/CA VoIP Call Carrying Capacity

Sticky CSMA/CA requires the nodes with real-time flows to stick to a periodic

transmission schedule. The other nodes in the carrier sensing range (CSR) neigh-

borhood that hear the periodic transmissions do not attempt to contend for the

medium during the slots in which they expect a periodic transmission. By stick-

ing to a periodic transmission schedule and using contention only to reserve slots

for a real-time flow, Sticky CSMA/CA reduces the number of contending nodes

in the medium drastically (in contrast with IEEE 802.11, where the number of

contenders at any instant equals the number of nodes that have packets to trans-

mit). This leads to substantial gains in terms of reducing the overhead involved

with backoff for every packet transmitted in the medium. Based on this fact, we

reason that in a network with only voice flows, the total number of contenders

at any time instant in a Sticky CSMA/CA network equals the number of new

arriving calls (and the calls being reconfigured to a different time window), which

is significantly less than the total number of nodes with packets to transmit at any

instant. With this observation, we argue that it is reasonable to assume that, on

average, the first stage of backoff yields a winner with a high probability, even with

147



Chapter 4. Sticky CSMA/CA

a very small CWmin. Thus, we use contention window parameters smaller than

IEEE 802.11b for real-time flow setup requests in a Sticky CSMA/CA network:

CWmin = 3 and CWmax = 7. These contention window parameters are used in

a manner similar to IEEE 802.11e for service differentiation. We do not need to

account for the slots wasted due to collisions in the calculation of the maximum

number of VoIP connections because the time-slots wasted in the current cycle

due to a collision (and the consequent DIFS interval and backoff) can effectively

be used by a new VoIP call in the coming cycles.

Sticky CSMA/CA uses feedback messages sent periodically or on-demand to

the sender in place of ACK messages for voice packets. In our simulations, the

sender demands a feedback message every sixth cycle. Thus, the average addi-

tional medium access time required per cycle to transmit feedback messages for a

real-time flow is one-sixth of the time required for transmitting a single feedback

message. Note that the slots reserved for a voice packet also include leeway slots

(L = 1) on both sides of the reserved slots.

We express all the time requirements in terms of time-slots (with slot size

δ = 20µs). Because a cycle spans 20ms (the rate at which the 160 byte voice

packets are generated), T s
cycle = 1000. The minimum average gap between the

slots reserved for a new voice call placed next to an already existing reservation

in the cycle is DIFS + E[x]·δ, where E[x] is defined as the expected value of a
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random variable x that models the portion of the time gap (expressed in terms

of δ) between an established voice call and a new call placed next to it that is

contributed by the backoff duration associated with every new call. The last

reserved slot of a new call need not have any time gap from the first slot of an

already existing call reservation placed next to it. This means that two adjacent

calls might or might not have any time gap between them, depending on the

order of their arrival. We assign equal probabilities to the two possible call arrival

orders. Thus, we define the average minimum time gap associated with each call

as T s
empty = 0.5(DIFS

δ
+ E[x]), where E[x] = CWmin

2
= 1.5 slots. Define the total

slots required for transmitting a frame, including the overheads as T s
tx; total slots

required for feedback messages (of size 20 bytes) as T s
feedback; and the total number

of slots required as Slotsreqd. Then,

T s
empty =

(E[x]·δ + DIFS)

2δ
= 2,

T s
tx =

(Tframe + ∆)

δ
+ T s

empty = 16,

T s
feedback =

TPHY + 20·8
11

+ ∆ + DIFS

δ
+ E[x]

= 10,

Slotsreqd = (T s
tx +

T s
feedback

6
) + 2·L = 20.

Therefore, the number of slots required per voice connection comprising two

unidirectional flows is T s
voip = 2 ∗ Slotsreqd = 40. Thus, the maximum number of
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calls that can be supported is estimated as T s
cycle/T

s
voip = 25. This analysis shows

that Sticky CSMA/CA has more than 50% additional call carrying capacity as

compared to IEEE 802.11b, and more than 25% additional call carrying capacity

as compared to IEEE 802.11e. The maximum number of calls supported for

the two node scenario obtained by simulations is 23 (see Fig. 4.7). The error

bars at 21 or more incoming calls indicate that the number of supported calls

varies depending on call arrival times in the different simulation runs. The loss at

high number of incoming calls can be attributed to the packing inefficiency while

placing calls in a cycle. We do not employ any mechanism to tightly pack the

calls in the cycle where a greater number of calls could be supported.

Thus, Sticky CSMA/CA achieves almost 45% more VoIP call capacity as com-

pared to IEEE 802.11b, and 20% more VoIP call capacity as compared to IEEE

802.11e over the two node scenario. The underlying reasons are the gains due to

periodic scheduling and reduced contention as discussed earlier.

While evaluating the voice call carrying capacity, we have considered only voice

traffic in the network. When data is introduced, Sticky CSMA/CA performs much

better than IEEE 802.11b/e in terms of the number of supported calls because

of the prioritization of voice traffic induced by grabbing a periodic transmission

schedule. Moreover, the lower contention window and AIFS parameters help in

achieving a higher priority for voice flow setup requests, which aids the overall
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Figure 4.8: Line topology: the nodes are 150m apart. The edge nodes 1 and 5
act as gateway nodes, with all the calls being routed through them.

voice throughput. In Section 4.5 we demonstrate that even with a higher priority

to voice calls and no packing optimization, the data throughput achieved by Sticky

CSMA/CA is comparable to IEEE 802.11b/e.

We now evaluate the performance of Sticky CSMA/CA and compare against

both IEEE 802.11b and IEEE 802.11e via simulations.

4.5 Performance Evaluation

In this section, we evaluate the performance of Sticky CSMA/CA in terms

of VoIP calls supported along with the low priority data traffic, over different

network scenarios. Through simulations, we demonstrate that Sticky CSMA/CA

achieves a much higher VoIP call carrying capacity than IEEE 802.11b/e while

providing the required QoS to the VoIP flows.
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150m

150m

Figure 4.9: Grid topology: 25 nodes placed 150m apart in a square grid. The
nodes colored black act as the gateway nodes for the network.

4.5.1 Simulation Setup

We use the QualNet Network Simulator [61] to evaluate the performance of

Sticky CSMA/CA. We consider three different network topologies: a single line

of five nodes, spaced 150m apart; a regular grid of 25 nodes, spaced 150m apart;

and an irregular grid of 25 nodes with an average distance of 150m between

neighboring nodes. Figs. 4.8 and 4.9 illustrate the line and the regular grid

topologies along with the gateway nodes that connect the mesh network to the

wired backbone. We discuss the irregular grid topology later in this section.

These topologies model different degrees of medium contention and interference

among nodes in mesh networks and aid in understanding the performance of Sticky

CSMA/CA and IEEE 802.11b/e over real mesh network deployments. Because all
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(a) Physical layer and MAC layer
MAC Layer Parameters Values PHY Layer Parameters Values

Slot time 20µs Propagation Model Two Ray Model
SIFS 10µs Antenna Omnidirectional
DIFS 50µs PHY Noise Factor 10

IEEE 802.11b CWmin 31 Transmission Power 11.0 dBm
IEEE 802.11b CWmax 1023 Data Rate 11.0 Mbps

PLCP Preamble Short Preamble (72 bits)
Synchronization Time 96µs

Propagation Delay 1µs
Constant Shadowing Mean 4 dB

(b) Sticky CSMA/CA
Sticky CSMA/CA Parameters Values

AIFS (Voice) 50µs
AIFS (Data) 70µs

(CWmin, CWmax) Voice (3,7)
(CWmin, CWmax) High Priority Data (15,31)
(CWmin, CWmax) Background Data (31,63)

R-RTS 26 bytes
R-CTS 20 bytes

MAC Data Header 30 bytes
Cycle Time 20 ms

Missed Feedback Threshold 10

(c) IEEE 802.11e
IEEE 802.11e Parameters Values

AIFS (Voice) 50µs
AIFS (Background Data) 150µs
(CWmin, CWmax) Voice (7,15)
(CWmin, CWmax) Video (15,31)

(CWmin, CWmax) Background Data (31,1023)
TXOP Limit for Voice 3008µs

Table 4.2: Simulation parameters.

the (outgoing/incoming) voice calls and data traffic are routed to their destinations

through the wired backbone, the gateway nodes act as terminal points for the voice

and data traffic in a mesh network. This arrangement of nodes models the current

single radio mesh network deployments, where the closest gateway for each mesh

node is usually no more than two hops away [99]. Because Sticky CSMA/CA

is designed for mesh networks, all the nodes in the network are assumed to be

stationary.
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We use the two-ray propagation model with constant shadowing as our physical

layer model. To evaluate Sticky CSMA/CA using a simple and tractable physical

layer model, we consider a flat terrain and neglect the time-varying effects of mul-

tipath fading. Table 4.1(a) lists the simulation parameters used in our simulations.

The physical layer parameters used for Sticky CSMA/CA result in a transmission

range (TR) of 200m, and a carrier sensing range (CSR) of approximately 450m.

For nodes spaced 150m apart, the interference range (IR) is approximately 420m.

We use the short physical layer preamble provided by the IEEE 802.11b standard.

IEEE 802.11b uses the basic access mechanism (RTS-CTS turned off). Table

4.1(c) lists the parameters used for service differentiation in IEEE 802.11e. The

simulation parameters used for IEEE 802.11b/e simulations are known default

parameters that are recommended by the respective standards or are commonly

used by the state-of-the-art equipment available in the market [62,83,93].

To simulate the bi-directional VoIP calls, we use two simultaneous constant

bit rate (CBR) flows between the source and the destination nodes, one in each

direction. The network layer is assumed to support priority queuing of voice

packets over the background data traffic. We consider an ITU-T G.711 codec

packetizing 20ms of audio data in 160 bytes of payload (data rate 64Kbps). We

model call arrival as a Poisson process. Table 4.1(b) lists parameter values specific

to Sticky CSMA/CA used in the simulations. In order to prioritize real-time traffic
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over data packets, we set the contention window parameters (CWmin, CWmax) for

voice setup requests as (3, 7), for high priority data as (15, 31), and for background

data as (31, 63). The Arbitration Interframe Space (AIFS) is 50µs for voice and

high priority data, and 70µs for background data traffic. These parameters ensure

a higher priority to the voice traffic than the data traffic. The carrier sense history

information is maintained for the past six cycles. A sender node that does not

receive a feedback message from the receiver for 10 consecutive cycles (Missed

Feedback Threshold) attempts slot reconfiguration. Slot reconfiguration is also

attempted when the feedback message sent by the receiver indicates more losses

than a certain threshold (10% to 20% in our simulations).

We evaluate the performance of Sticky CSMA/CA and compare it with IEEE

802.11b and IEEE 802.11e in terms of the total number of VoIP calls supported

with the required QoS, i.e., bounded packet loss, average delay, and delay jitter.

We explore the impact of background traffic (both TCP and UDP) on the call

carrying capacity and estimate the achievable throughput for these flows. Note

that we do not address the starvation of background data flows due to voice traffic

in our simulations, since the objective is to understand the effect of these flows

on the voice call traffic and vice-versa. Our results can be used in practical sys-

tems to determine the maximum number of voice calls that can be admitted,

while sustaining a given data throughput. Call admission control, resource con-
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strained routing, and end-to-end signaling for call establishment are higher layer

functionalities that are beyond the scope of this chapter.

We impose a delay constraint of 50ms for voice packets, since this constraint

allows ample time for the transfer of voice packets over the backbone network to

ensure a total end-to-end delay of 150ms. We consider a VoIP call as useful only

if 95% of the packets sent in both directions are delivered within the delay bound.

We use these constraints to model the QoS requirements of VoIP calls [100]. The

simulation results have been averaged over 10 runs.

We generate the irregular grid topology by uniformly varying the placement of

nodes within a square of side 40m around the corresponding positions in the regu-

lar grid topology. This arrangement of nodes ensures that, with a high probability,

neighboring nodes are within the TR of each other so that links between them

still exist, but with different link qualities. We use a different uniform random

grid topology with each simulation run.

4.5.2 Line Topology

Consider a mesh network that consists of a single line of five nodes as shown in

Fig. 4.8. Nodes 1 and 5 act as gateways for the network. All the calls are routed

out of the network through these gateways. Thus, one of the two gateways in the
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Figure 4.10: The effect of TXOP on the total number of voice calls supported
over a five node line topology.

network is always the terminal point of the CBR flows corresponding to a VoIP

call in the network.

As mentioned in Section 4.2, IEEE 802.11e has an optional feature, called

Transmission Opportunity (TXOP), that allows contention-free bursting for the

corresponding access category (AC) after a node has won medium contention.

TXOP means that a node that has won medium contention can continuously

send data up to a maximum allowed transmission duration for that AC without

having to contend again. As shown in Fig. 4.10, over the line topology, the total

number of calls supported by IEEE 802.11e improves from 9 to 11 with TXOP.

We incorporate TXOP support in our IEEE 802.11e simulations to increase the

IEEE 802.11e voice call carrying capacity.
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Figure 4.11: Sticky CSMA/CA call carrying capacity for the line topology. All
figures show 95% confidence intervals for the average number of supported calls.

Fig. 4.11(a) shows the average number of voice calls supported as a function

of the number of incoming calls. We generate voice calls by randomly picking the

nodes (other than gateways) in the network and assigning the nearest gateway as

the terminal node for each call. Hence, calls traverse either a single hop or mul-

tiple hops to the gateway depending on the source node. Each data point in Fig.
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4.11(a) corresponds to the average number of calls supported for a fixed number of

incoming calls. 95% confidence intervals for the average number of supported calls

are also shown. Observe from Fig. 4.8 that Node 3 can carrier sense all the nodes

in the network. Since the links from Node 3 are effectively shared by all the other

nodes in the network, Node 3 is a bottleneck node. From Fig. 4.11(a), we observe

that the total number of calls supported by Sticky CSMA/CA is 17, whereas IEEE

802.11e and IEEE 802.11b support a maximum of 11 and 9 calls respectively. The

gains in the VoIP call carrying capacity for Sticky CSMA/CA result from reduced

contention overhead, reduced average backoff time, and the elimination of per-

packet ACKs. Notice that in the absence of a call admission control mechanism,

the performance degrades when the number of incoming calls exceeds the total

capacity of the network. Lack of resource reservation and medium contention for

every packet transmission result in reduced total call carrying capacity for IEEE

802.11b/e.

Fig. 4.11(b) shows the average number of supported voice calls when there is

background TCP traffic consisting of payloads of varying sizes (maximum segment

size of 1460 bytes). In this evaluation scenario, we have two TCP flows in the net-

work, originating from gateway nodes 1 and 5, and terminating at nodes 2 and 3,

respectively. This TCP traffic scenario models the long-lived FTP and other TCP

based content download applications from the gateway nodes that connect to the
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Internet. The data traffic workload ensures that all the nodes in the network have

backlogged low priority data queues, and that the nodes are directly affected by the

background TCP traffic dynamics. The capacity of Sticky CSMA/CA, in terms

of the total number of supported calls, remains the same even in the presence of

background TCP traffic of varying payload sizes. This is because of the effective

priority given to voice packets over data transmissions in the entire carrier sensing

range (CSR) of a node. IEEE 802.11e (with TXOP) supports a higher number of

voice calls as compared to IEEE 802.11b because of service differentiation, but the

total number of calls supported by IEEE 802.11e is still significantly less than that

supported by Sticky CSMA/CA. Due to interference and lack of prioritization in

IEEE 802.11b, the number of supported voice calls reduces drastically with TCP

traffic, since different nodes with voice or data packets contend with each other

for medium access. For data traffic in Sticky CSMA/CA, the bandwidth left over

by the real-time flows is sufficient to maintain average data throughput slightly

lower than IEEE 802.11b but relatively higher than IEEE 802.11e.

With fewer voice calls in the network, the effect of interference caused by

heavy data traffic in terms of loss of many calls for IEEE 802.11b is apparent in

Fig. 4.11(b). IEEE 802.11e is able to recover from these losses by multiple fast

retransmissions of voice packets aided by shorter contention windows for voice.

The TXOP feature helps in recovering from delays due to retransmissions by
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Figure 4.12: Instantaneous throughput of a FTP flow in a representative simu-
lation for Sticky CSMA/CA.

transmitting the accumulated voice packets together in bursts. Sticky CSMA/CA

effectively copes with the interference caused by data traffic with the help of tech-

niques discussed in Section 4.3.3, which results in approximately 200% additional

call carrying capacity as compared to that of IEEE 802.11b, and 70% additional

call carrying capacity as compared to that of IEEE 802.11e.

Fig. 4.11(c) shows the average number of supported voice calls in the presence

of background UDP traffic. We use three UDP flows, each with a data rate of

256Kbps and a payload size of 1460 bytes. These UDP flows originate from the

three non-gateway nodes in the network, and are routed to the nearest gateway

node. As in the TCP background traffic scenario, this data traffic workload ensures

that all the nodes in the network have low priority data packets to send, and that
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they have to deal with the background UDP traffic dynamics to sustain voice

calls without performance degradation. We observe from Fig. 4.11(c) that the

background UDP traffic has no significant effect on Sticky CSMA/CA voice call

performance. UDP throughput for Sticky CSMA/CA starts to decrease after the

number of incoming calls increases to an extent that the leftover gaps between the

voice calls are not sufficient to sustain the UDP flows. Sticky CSMA/CA UDP

throughput is comparable to that of IEEE 802.11b/e.

Fig. 4.12 shows the instantaneous TCP throughput for Sticky CSMA/CA

with increasing number of incoming calls over the line topology. Observe that

TCP throughput decreases as the number of calls increases, demonstrating that

the priority mechanism provides effective service differentiation between back-

ground data traffic and voice. Data flows adapt to the voice traffic in the network

depending on the leftover capacity.

4.5.3 Grid Topologies

Consider a 25 node regular grid topology as shown in Fig. 4.9. All VoIP calls in

the system are routed out of the network through the gateways. The gateways are

also assumed to be the sources of long-lived TCP or UDP flows. Though the grid

topology provides more opportunities for spatial reuse, it is also characterized by

increased contention and interference among nodes. We compare the performance
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Figure 4.13: Sticky CSMA/CA call carrying capacity for the regular grid topol-
ogy. All figures show 95% confidence intervals for the average number of supported
calls.

of Sticky CSMA/CA with IEEE 802.11b and IEEE 802.11e in terms of the total

number of VoIP calls supported with the required QoS over the grid topology.

We explore the impact of background traffic (both TCP and UDP) on the call

carrying capacity.
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Fig. 4.13(a) shows the average number of voice calls supported as a function of

the number of incoming calls. We generate calls by picking nodes in the network at

random and assigning the nearest gateway as the terminal node for each call. Ties

between the gateways are broken arbitrarily. For UDP or TCP flows, the gateway

nodes are chosen as the sources, and the destination nodes are randomly picked

among the nodes serviced by the gateway. We see that the maximum number

of calls supported by Sticky CSMA/CA is 25, whereas IEEE 802.11e supports a

maximum of 18 calls and IEEE 802.11b supports only 15 calls. The increase in

the number of calls supported by Sticky CSMA/CA and IEEE 802.11b/e over the

grid topology is because of increased spatial reuse of the medium.

Fig. 4.13(b) shows the average number of supported voice calls as a function

of the number of incoming calls in the presence of background TCP traffic with

varying payload sizes (maximum segment size of 1460 bytes). In this scenario,

we generate the background TCP traffic by initiating one TCP flow from each

gateway node and choosing a random non-gateway node from its service area as

the destination, routing packets via preconfigured shortest path routes. Thus,

the background TCP traffic dynamics differ over different simulation runs with

different seeds. We observe that the maximum call carrying capacity for Sticky

CSMA/CA remains the same as that without the background TCP traffic. The

effect of high interference in the grid topology is significantly more pronounced
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for IEEE 802.11b/e in terms of majority of incoming calls being dropped. Sticky

CSMA/CA is able to cope with this increased interference except for a small

probability of call drop in some cases with fewer incoming calls. As the number

of VoIP flows increases, the interference problem is alleviated as the time gaps

between VoIP flows decrease, reducing the overall data throughput. The voice

call carrying capacity of Sticky CSMA/CA in this scenario is many times higher

than that of IEEE 802.11b/e.

The increased data throughput observed for IEEE 802.11b can be attributed

to the lack of prioritization of voice over background data because of which back-

ground data flows achieve much higher throughput at the expense of voice calls.

This lack of service differentiation adds to the effect of increased interference in

the regular grid topology and further degrades the voice call performance of IEEE

802.11b. With fewer calls in the network, TCP throughput for Sticky CSMA/CA

is slightly less than that for IEEE 802.11e, but this increased throughput for IEEE

802.11e is at the expense of most of the incoming voice calls being dropped. Note

that the voice call performance of Sticky CSMA/CA does not change significantly

in the presence of TCP packet transmissions of varying sizes. This demonstrates

that the CS Tables maintained by the nodes in the network contain the relevant

periodic high priority flow information and are not corrupted by the data packet

transmissions even under heavy TCP traffic.
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Fig. 4.13(c) shows the average number of supported calls when there is back-

ground UDP traffic in the network. The background UDP traffic is generated in

a similar manner as the background TCP traffic, with each UDP flow having a

data rate of 256Kbps and a payload size of 1460 bytes. Again, a capacity gain is

observed. The sharp fall in data throughput as compared to IEEE 802.11b/e after

10 voice calls can be attributed to the time gaps between the voice transmissions

being too small for data packets to be transmitted. Note that the data through-

put is approximately equal for Sticky CSMA/CA and IEEE 802.11b/e until the

number of voice calls in the network reaches the maximum that can be supported

by IEEE 802.11b/e. The loss of background data for more incoming calls is the

cost of supporting significantly more high priority voice calls.

Fig. 4.14 illustrates performance comparison in terms of voice call carrying ca-

pacity of the network in voice only case, and in presence of background TCP/UDP

traffic over the irregular grid topology. We observe that the results obtained for

the irregular grid topology and the regular grid topology show very similar trends.

We make the following observations regarding the supported calls results for

different simulation runs for all the test topologies: the variation of the results

for different simulation seeds is minimal until the number of calls approaches

the system’s call-carrying capacity for Sticky CSMA/CA and IEEE 802.11b/e for

the voice only case. A similar trend is observed for voice call results with UDP
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Figure 4.14: Sticky CSMA/CA call carrying capacity for the irregular grid topol-
ogy. All figures show 95% confidence intervals for the average number of supported
calls.

background traffic, except that the results start to vary earlier than the voice only

case. For TCP background traffic, the variation of the number of supported calls

is higher than that observed for the voice only and the UDP background traffic

cases for all the protocols. Interestingly, for both IEEE 802.11b and 802.11e over

the regular and irregular grid topologies, the most dominant result for all data

points (over most seeds) is zero calls, and the deviations are non-zero numbers that
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account for the very low average call carrying capacity for both IEEE 802.11b/e.

This is because of high interference and contention that result in heavy packet

losses for both IEEE 802.11b/e.

4.5.4 QoS Performance: Delay and Delay Jitter

We compare the QoS performance of Sticky CSMA/CA and IEEE 802.11b/e

in terms of the average end-to-end delay and delay jitter for voice calls. Figs. 4.15,

4.16 and 4.17 illustrate the average end-to-end delay and delay jitter for Sticky

CSMA/CA and IEEE 802.11b/e for the line topology, the regular grid topology

and the irregular grid topologies, respectively. The traffic in the network consists

of only voice calls. The delay performance for Sticky CSMA/CA remains fairly

constant with increasing number of voice calls. We notice the steep rise in delay for

IEEE 802.11b and IEEE 802.11e when the number of incoming calls exceeds the

network capacity. Because of the TDM-like synchronization achieved by Sticky

CSMA/CA, the average delay jitter is orders of magnitude less compared to that

obtained for IEEE 802.11b/e.

Performance trends of Sticky CSMA/CA in terms of the voice call carrying

capacity and the offered QoS are very similar over the line topology, the regular

grid topology and the irregular grid topologies. This observation implies that

the performance of Sticky CSMA/CA scales over more general, irregular mesh
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Figure 4.15: Line topology: QoS performance for voice calls.
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Figure 4.16: Regular grid topology: QoS performance for voice calls.
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Figure 4.17: Irregular grid topology: QoS performance for voice calls.

169



Chapter 4. Sticky CSMA/CA

1 2 3 4

Gateway

150m

65 7 8 9

Gateway

Figure 4.18: Nine node line topology: the edge nodes 1 and 9 act as gateway
nodes.
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Figure 4.19: Voice call support for nine node single line topology network.

network topologies. In order to gain more insight into Sticky CSMA/CA perfor-

mance over different practical mesh network scenarios, we next study the effect of

increasing number of hops on Sticky CSMA/CA and IEEE 802.11b/e voice call

performance. We then look at the voice call performance over networks employing

silence suppression to optimize bandwidth consumption of voice calls.
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4.5.5 Effect of Increasing Number of Hops

In order to evaluate the effect of paths with large number of hops on Sticky

CSMA/CA voice call performance, we consider a mesh network with nine nodes

arranged in a single-line topology (see Fig.4.18). We include background TCP

traffic to model realistic network traffic loads. The voice call and data traffic

load generation methodology is similar to that used for the previous evaluations

in this section. Thus, there are voice calls that traverse two, three or four hops

over the network depending on the nodes chosen as sources of voice calls for each

simulation run. Note that for calls traversing four hops, the gateway node is out

of the carrier sense range of the source node, and thus it does not have complete

carrier sensing information of the VoIP call in its CS Table. There are two TCP

flows in the network which traverse three hops (with gateway nodes 1 and 9 as

sources and nodes 4 and 6 as destinations). Fig. 4.19 compares the total num-

ber of supported calls and aggregate TCP throughput for Sticky CSMA/CA and

IEEE 802.11b/e. We observe that Sticky CSMA/CA has a higher call carrying

capacity in this scenario. This is consistent with the results reported for other

network topologies, and shows that Sticky CSMA/CA performs better than IEEE

802.11b/e even for paths with more hops.
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4.5.6 Silence Suppression

Silence suppression is an important configurable feature that is used to reduce

the bandwidth usage of VoIP flows. End nodes that employ silence suppression do

not send packets during the silence periods in the VoIP call thereby saving band-

width. Many common audio codec standards along with the Real-time Transport

Protocol (RTP) support silence suppression [101]. We compare the performance

of Sticky CSMA/CA with IEEE 802.11b/e protocols over an example scenario of

the regular grid topology with background TCP traffic. We use Brady’s On-Off

Markov Modulated Fluid model [102] to model voice calls with talk spurts and

silence periods. Brady’s model has been commonly used in the VoIP literature

because of its simplicity and ability to capture the dynamics of telephonic con-

versations with reasonable accuracy. In this model, the silence periods and the

talk spurt periods of a voice source are exponentially distributed random variables

with means of 1.35S and 1S, respectively. The probability p that the sending end

is active is 0.43.

Fig. 4.20 compares the voice call carrying capacity of Sticky CSMA/CA

with IEEE 802.11b/e when silence suppression is used. We observe that Sticky

CSMA/CA supports a higher number of voice calls. The underlying reason for

this performance gain is that Sticky CSMA/CA is able to exploit the predictabil-
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Figure 4.20: Voice call support for regular grid topology network with silence
suppression enabled.

ity of packet transmissions over talk spurt durations, thereby reducing medium

contention and packet loss due to collisions.

4.6 Summary

In this chapter, we have introduced Sticky CSMA/CA, a MAC framework

that can exploit regularity in real-time traffic to achieve implicit synchronization

over wireless mesh networks, thereby enabling TDM-like QoS for such applica-

tions. For the mix of voice and data traffic considered in our numerical results,

Sticky CSMA/CA locks onto a periodic transmission schedule that matches the

period of the VoIP flows. This periodicity in transmission enables each node to
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accurately predict the real-time traffic generated by nodes that are capable of

interfering with it, thereby drastically reducing the contention seen by real-time

flows. Thus, Sticky CSMA/CA mechanism provides quasi-deterministic QoS to

a real-time flow once it is established, while its slot reconfiguration mechanism

enables robust recovery from losses due to unexpected interference patterns re-

sulting from hidden terminals. Through analysis and simulations, we have shown

that Sticky CSMA/CA significantly increases the total voice call carrying capac-

ity of mesh networks as compared to the conventional CSMA/CA based schemes

such as IEEE 802.11b/e. While we impose a strict priority for real-time flows

over delay-insensitive data traffic, the new contention mechanisms introduced for

data packet transmissions ensure that the data traffic effectively fills the band-

width left over after serving the VoIP flows. Our simulation results for different

scenarios show that the total voice call carrying capacity of Sticky CSMA/CA

is much higher than that of IEEE 802.11b/e, while its data throughput remains

comparable to that of IEEE 802.11b/e.

It is worth pointing out that, while IEEE 802.11e is intended to provide QoS

to real-time flows by giving them priority over delay-insensitive traffic, this service

differentiation has little effect when a number of real-time flows of equal priority

contend for the medium. In particular, our performance evaluations over the

grid topology (characterized by high interference and contention for the medium)
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demonstrate that IEEE 802.11e yields much lower voice call carrying capacity and

higher delay/delay jitter than Sticky CSMA/CA. In contrast, Sticky CSMA/CA

achieves fine-grained resource allocation among nodes that have real-time packets

to transmit, while enforcing strict service differentiation among real-time and

delay-insensitive traffic.

While our performance evaluation was restricted to VoIP flows that naturally

exhibit periodicity that can be exploited by Sticky CSMA/CA, the promising

results that we obtain motivate research on extending these ideas to real-time

flows that may not be naturally periodic. In particular, our ongoing research fo-

cuses on efficient support of variable bit rate (VBR) traffic such as video using

Sticky CSMA/CA. We propose to impose a basic unit of resource allocation in

the network as a periodic connection with packets of a fixed size, thus satisfying

the basic requirements for Sticky CSMA/CA: implicit synchronization and pre-

diction of network activity via Carrier Sense Tables. Nodes initiate and terminate

such connections based on their bandwidth needs, analogous to the arrival and

departure of voice connections in the scenario considered in this chapter. The

specific criteria for opening and closing connections depends on the applications

being supported. For VBR video, for example, it may be possible to use an ap-

proach similar to Renegotiated CBR, which was proposed in [107] for supporting

video over ATM networks. This approach is based on splitting a VBR flow into
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a base CBR stream with minimal bandwidth, and renegotiating for additional

bandwidth in terms of additional CBR streams whenever required. The buffer

occupancy levels at the application layer can be used to deduce the need for addi-

tional bandwidth and to estimate the bandwidth required. Significant cross-layer

interaction is required to be able to provide a deterministic QoS. This interac-

tion includes admission control to decide whether or not a new VBR flow should

be admitted while ensuring that bandwidth renegotiations for existing flows are

successful, end-to-end signaling for flow establishment and bandwidth renegotia-

tions, and buffering at the application layer along with an intelligent algorithm to

determine if bandwidth renegotiation is required for an existing VBR flow. The

efficacy of such techniques for supporting VBR video over wireless mesh networks

is the subject of our current research.

More broadly, Sticky CSMA/CA could potentially be used as a fundamental

building block of a cross-layer architecture to provide comprehensive QoS solutions

for wireless mesh networks. Specifically, Sticky CSMA/CA can be exploited by

intelligent routing, transport and application layer schemes to provide determinis-

tic QoS guarantees to applications with different QoS requirements. For example,

a wireless mesh routing protocol can leverage the medium utilization information

maintained in the CS Tables of nodes to search for QoS capable routes that can

help in efficient resource utilization. Admission control algorithms can utilize the
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CS Table maintained at each node to obtain an accurate estimate of the available

resources in the network, to be able to decide whether a new flow should be ad-

mitted, and to provide deterministic QoS guarantees to existing flows. In order to

enforce the desired resource allocation among different traffic classes and to pre-

vent starvation, thresholds on maximum allocated bandwidth for each traffic class

can be decided by the network designer and can be enforced through admission

control schemes. By enabling local (per-hop) resource reservations, supporting

service differentiation, and providing an estimate of available resources in the net-

work, Sticky CSMA/CA supports QoS constrained routing and admission control,

which are essential components of any QoS architecture.
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Shaping Throughput Profiles in
Multihop Wireless Networks

5.1 Introduction

In this chapter, we study resource sharing strategies for partitioning the trans-

port capacity of static multihop wireless networks. The throughput performance

for these networks is determined by how the transport capacity is divvied up

among competing flows. Consider a static multihop wireless network of N identical

nodes with a fixed link rate and spatially uniform traffic where each node randomly

chooses a destination. For such a network, Gupta and Kumar [1] showed that the

achievable per-flow throughput diminishes approximately as O( 1√
N

). Intuitively,

this negative scalability result follows from the fact that for a network deployment

area A, the total transport capacity only increases as O(
√

AN), whereas the num-

ber of hops to the destination and hence the amount of network resources required
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per-connection scales up as O(
√

N). However, this per-flow throughput analysis

implicitly assumes that the resource allocation to each connection is throughput-

fair across the network. Therefore, connections that traverse a larger number

of hops (longer connections) consume significantly more network resources than

those traversing fewer hops (shorter connections) to achieve the same end-to-end

throughput.

A natural question that arises from the preceding observation is what if we

sidestep assumption of throughput-fair allocation by intelligently biasing network

resource allocation against resource-intensive longer connections? Shorter con-

nections could then achieve a significantly higher throughput at the cost of a

controlled performance degradation for the longer connections. In this chapter,

we introduce a rich class of resource allocation strategies that embody this design

philosophy. Our goal is to provide the network designer with a flexible means

of trading off throughput performance seen by long and short connections in a

manner consistent with network design goals.

Resource sharing strategies from prior literature that fall within our frame-

work are proportional fairness [108], and the more general (p, β)-proportional

fairness [109]. However, we show that it is possible to design the resource alloca-

tion strategy to choose from among a much larger class of flow throughput profiles

(i.e., flow throughput versus the number of hops the flow traverses) while main-
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taining efficient network utilization. For example, it is possible to significantly

improve the performance of shorter connections beyond that attained by propor-

tional fairness, while minimally degrading the performance of longer connections.

Alternatively, we can improve throughput for both short and long connections

relative to proportional fairness, at the expense of slightly lower throughput for

flows traversing a moderate number of hops.

While it is intuitive that taking away a small amount of resources from long

connections can significantly improve performance for short connections, näıvely

biasing against long connections can lead to poor performance. In a large network

with spatially uniform traffic, a large fraction of total connections are long, so

that there are not enough short connections to take advantage of the transport

capacity that is released if we strongly bias against long connections. We draw

upon this key observation to propose a new class of resource allocation strategies

called mixed-bias strategies, in which a fraction of the total available network

resource is allocated via an allocation strategy that is strongly biased against long

connections, with the remainder allocated in an unbiased (e.g., max-min fair)

or mildly biased (e.g., proportional fair) manner. Mixed-bias strategies enable

the desired flexibility in shaping throughput profiles while maintaining efficient

network utilization.
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Figure 5.1: Two-scale model for resource allocation over large multihop wireless
networks.

Our second contribution is an analytical model that provides quick estimates

of the throughput profile achieved by a given resource allocation strategy. This

model serves as a tool for exploring the rich design space of mixed bias strate-

gies in shaping throughput profiles that are consistent with network performance

goals. The foundation for our analytical framework is a novel two-scale model

for large multihop wireless networks (see Fig. 5.1). At the global scale, the decay

of transmit power with distance and the broadcast nature of wireless medium

(which limits spatial reuse), necessitate the use of short distance hops. There-

fore, wireless plays a fundamental role only in influencing the network topol-

ogy. At this scale, elementary flow calculations that treat node bandwidth shares

(or data transfer capacity) as bit pipes suffice to analyze the impact of vari-

ous resource allocation strategies. For instance, for throughput-fair scheduling

at the nodes, Gupta and Kumar’s negative scalability results follow from such

flow analysis, and so do results for different biased resource allocation strate-
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gies. The effective node data transfer capacities used in the preceding “wired-

equivalent” global scale calculations are obtained from a detailed analysis of the

wireless medium at the local scale, which takes into account medium access con-

trol, transceiver capabilities, and the radio propagation characteristics. While

our approach is based on flow balance at a “typical” node in a large network, it

is also refined to account for the effect of finite network size and spatial traffic

patterns.

We verify the design prescriptions obtained from our analytical model for an

example application over 802.11-based multihop networks. The simulations of

IEEE 802.11-based multihop networks incorporate the effects of complex node

interactions at different layers of the wireless network stack that are not explicitly

modeled in our analysis. The performance trends from the simulations demon-

strate that the two-scale model, despite its simplicity, captures the fundamental

design tradeoffs.

For practical protocol translations of our resource biasing strategies, we map

the throughput profiles attained via our resource allocation to a set of concave

utility functions consistent with a network utility maximization (NUM) framework

(further discussed in the Section 5.2). The extensive work on protocol designs for

NUM over multihop wireless networks can therefore be applied to obtain proto-

cols that can implement mixed bias strategies. Interestingly, we find that our
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resource allocation strategies are not only consistent with the NUM framework,

but they also extend the class of utility functions generally considered for resource

allocation [109].

We now summarize our main contributions:

• We propose mixed-bias strategies that blend strongly biased resource alloca-

tion with fairer allocation strategies. We show that mixed-bias strategies achieve

a superior flow throughput profile and efficient network utilization that cannot

otherwise be attained by the individual strategies in the mixture.

• We present a two-scale analytical model that provides insight into the impact

of a particular resource allocation strategy on network performance, in a manner

that captures the effect of finite network size and spatial traffic patterns. Our

two-scale model represents a simple but powerful approach to design and perfor-

mance analysis of large scale multihop wireless networks. We present packet-level

simulations for an example application to verify the performance predictions from

our analytical model.

• We show that our resource allocation strategies are not only consistent with a

NUM framework, but they also extend the commonly considered class of utility

functions in the literature [109]. This opens the way to leverage extensive prior

research on NUM-based protocols for future work on translating our resource

biasing approach to implementable network protocols.
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The rest of the chapter is organized as follows. Section 5.2 discusses the re-

lated work. Section 5.3 presents our resource allocation framework and describes

mixed-bias allocation policies. In Section 5.4, we present an example application

of our resource biasing framework and present a simulation evaluation. In Sec-

tion 5.5, we establish the connection between our resource biasing strategies and a

NUM framework, which shows that our resource allocation policies are amenable

to distributed protocol implementations. We conclude with a summary of our

findings in Section 5.6.

5.2 Related Work

Most prior work on resource allocation in communication networks is based on

a network utility maximization framework [108]: a user (i.e., flow) i attaining rate

xi obtains utility U(xi), where U(·) is a strictly concave, non-decreasing, continu-

ously differentiable function, and the goal of resource allocation is to maximize the

sum of utilities, subject to network resource constraints. Consider a network with

a set L of resources or logical links with capacities R = (rl, l ∈ L), and a set of flows

F . The basic NUM problem formulation for a wired network is as follows [108]:

max
∑
i∈F

U(xi) (5.1)
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subject to

AX ≤ R over X ≥ 0 (5.2)

where X = (xi, i ∈ F ) is the vector of user (flow) rates, A = (Ali, l ∈ L, i ∈ F )

is a 0 − 1 routing matrix where Ali = 1 if flow i uses link l, Ali = 0 otherwise.

The above formulation is a convex optimization problem, given the concavity of

the objective function (5.1) and the compact feasible region (5.2). In addition

to convexity, typical approaches to solving NUM problems identify and exploit

a decomposition structure embedded in the problem to design decentralized al-

gorithms that converge to the global optimum. The solution algorithms are cast

into network protocols that can span multiple layers of the network stack.

A utility function can be interpretted as a knob to trade off the network

throughput performance versus fairness among competing flows. Reference [109]

proposes the following class of utility functions which have been commonly con-

sidered in the subsequent work on NUM.

U(x, β) =





(1− β)−1x1−β β 6= 1

log(x) β = 1,

(5.3)

where x ≥ 0 is flow rate and parameter β > 0 captures the degree of fairness, where

a higher β implies a more concave U(x), and hence a fairer allocation. U(x, β)

maps to sum throughput maximization for β → 0, proportional fairness [108] for

185



Chapter 5. Shaping Throughput Profiles in Multihop Wireless Networks

β = 1, potential delay minimization [110] for β = 2, and approaches max-min

fairness [111] for β →∞.

It is worth pointing out that, unlike the above-mentioned NUM framework,

our starting point is quite different, in that we explicitly assume that the resource

allocation for a flow is proportional to a specific decreasing function of the number

of hops traversed by a flow, and then compute the proportionality constant via flow

balance. However, we show in Section 5.5 that our biasing strategies are consistent

with a NUM framework in the sense that throughput profiles achieved via our

biased allocation policies map to specific concave utility functions under a few mild

assumptions over large multihop wireless networks. This connection indicates that

the recent work on NUM algorithms over multihop wireless networks [112–120]

can be exploited for protocol translations of our resource biasing strategies.

Following the seminal work of Kelly [108], there has been extensive research

on NUM in the context of resource allocation problems in wireline networks, and

more recently, wireless networks. Comprehensive surveys of work on the appli-

cations of the NUM framework can be found in [2, 3, 121]. For multihop wireless

networks, [119, 120] propose congestion control algorithms based on NUM for-

mulations. More recent papers [112–117] consider joint congestion control and

scheduling problem to design cross-layer resource allocation algorithms using the

NUM framework. Most of these papers basically employ combinations of ideas
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from distributed wireline congestion control (e.g., [108] and follow up work), and

queue-lengths based wireless scheduling or random access MAC (many of which

are inspired from [122] and its extensions). Our work is complementary to this

body of work. By connecting our mixed bias strategies to the NUM framework,

we show that the network designer actually can work with a much broader class

of utility functions than considered in prior work. On the other hand, putting our

resource allocation strategies within the context of utility maximization implies

that prior work on NUM-based protocols (e.g., [112–117]) can be leveraged to

translate our framework to implementable protocols.

Other relevant prior work includes a discussion of the tradeoff between net-

work capacity and fairness for heterogeneous multihop wireless networks [123],

which concludes with advocacy of proportional fairness as a reasonable compro-

mise between rate efficiency and fairness, and also observes that max-min fairness

yields poor performance because all flows obtain essentially the same rate as the

minimum rate flow. Reference [124] presents a realization of proportional fairness

based on end-to-end rate control for a connection based on the number of hops it

traverses.
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5.3 Resource Allocation Framework

We now describe our model for the resource allocation framework. We first

discuss the global scale analysis, which essentially involves flow balance in a wired-

equivalent network whose capacities would be set by a local scale analysis.

For a uniform traffic model, each node generates a persistent flow, choosing a

destination at random from among all other nodes. Our framework also accommo-

dates spatially localized traffic distributions in which the probability of choosing a

destination depends on the number of hops from the source. The biased resource

allocation problem is to assign bandwidth to each flow as a function of its resource

requirements (e.g., number of hops it traverses) such that node data transfer ca-

pacity constraints are honored. Since it is intractable to identify bottleneck links

for randomized traffic patterns, we apply an averaged analysis at the global scale

to do flow balance for a “typical” node of the following form:

C ≥
hmax∑

h=1

n(h)c(h), (5.4)

where C is the available data transfer capacity or bandwidth share of a node

(in bits per-second), n(h) is the average number of h-hop connections traversing

the node, c(h) is the effective data rate assigned to h-hop flows, and hmax is

the maximum number of hops. Note that c(h) ≤ s, where s is the maximum

stable data rate of a link. Both C and s are determined via a detailed local scale
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analysis of wireless medium access control and physical layer properties: s can

be considered as the data transfer capacity of a node’s wireless contention region,

whereas C is a node’s effective share of s. For an N -node network, hmax = O(N)

for a linear topology, and hmax = O(
√

N) for a two-dimensional grid.

For a uniform traffic model, a typical node is more likely to see a longer flow

(since such a flow traverses more hops), so that n(h) increases with h. It therefore

makes sense to make c(h) a decreasing function of h, in order to ensure that the

sum in (5.4) does not exceed C even as the network size (and hence hmax) becomes

large. A throughput profile refers to the dependence of c(h) with h. Our goal is

to explore the design space of throughput profiles that are feasible, in terms of

meeting the link balance condition (5.4).

For simplicity of exposition, we first illustrate our framework with some quick

global scale computations for a one-dimensional network in Section 5.3.1. We

then provide a more comprehensive analysis for a two-dimensional network which

models the IEEE 802.11 network to be simulated.

5.3.1 Computations for a One-Dimensional Network

Consider a linear network with N nodes (arranged as a ring to avoid edge

effects: see Fig. 5.2) and C = 1. For uniform traffic, the probability of a connection

initiated by any given node traversing h hops is p(h) = 1
N−1

, h = 1, ..., N − 1,
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Figure 5.2: Linear topology.

since any of the other N − 1 nodes in the network can be chosen with equal

probability. The average number of h-hop connections traversing a node is given

by n(h) = Np(h)h
N

= hp(h), because there are on average Np(h) flows that traverse

h hops in a network of N nodes. Thus, flow balance at a typical node becomes

(assuming full utilization):
N−1∑

h=1

hp(h)c(h) = 1 (5.5)

For a throughput-fair allocation, the bandwidth allocated to an h-hop con-

nection is independent of h, so that c(h) = λ. We show that the preceding

throughput profile maps to max-min fairness in Section 5.5. Solving (5.5), we

obtain c(h) = λ ≈ 2
N

. The sum throughput Tsum = N
∑

h c(h)p(h), summed over

all connections, is approximately 2.

Now consider the case when the bandwidth assigned to a connection is in-

versely proportional to the number of hops it traverses; i.e., c(h) = λ
h
. Here λ

denotes the maximum allowed source application data rate (in bits per-second).

We show that this allocation approximates proportional fairness in Section 5.5.
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Plugging this into (5.5), we obtain that λ ≈ 1, so that c(h) ≈ 1
h
. The sum

throughput Tsum ≈ log N . Thus, we have significantly improved both the sum

throughput and the performance of shorter connections, with only a factor of two

loss in the throughput obtained by the longest connections. One can show using

typical link flow analysis that the throughput of a h-hop connection is approxi-

mately 1
h
, with the sum throughput of log N , and λ = O(1). Comparing with the

max-min fair allocation, we realize that biasing against the long connections via

proportional fairness results in a win-win strategy: it leads to far better perfor-

mance for the shorter connections, while reducing the throughput attained by the

long connections only by roughly a factor of two. The cumulative effect of this

is the improvement of the total throughput by a factor of log N
2

compared to the

max-min fair allocation.

The pitfalls of näıve biasing: Given the improved performance tradeoff offered

by proportional fairness, it is natural to ask if we can get still larger improvements

by biasing even more severely against the long connections. Consider a more

severely biased allocation c(h) = λ
h2 . Substituting into (5.5), it can be shown

that there is indeed a gain in sum throughput, but we require that λ = O( N
log(N)

).

That is, the maximum flow throughput must scale up with network size, which

is clearly not compatible with the finite capacity of one. Basically, there are not

enough short flows to take advantage of the transport capacity released by such a
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Figure 5.3: Throughput profiles for mixed biasing over 50 node linear (ring)
topology.

strong bias. If we now impose the constraint that λ cannot scale up with N , we

find (details are provided for a two-dimensional model later) that the network is

poorly utilized.

The promise of mixed biasing: The problem with the preceding biasing strat-

egy was that the short connections would have to send at too high a rate (more

than the maximum stable link rate s) to take advantage of the bias. However, if

we only allocate a small fraction of the available capacity to this biasing strategy,

then we can eliminate this problem. For example, consider a mixed bias strategy

of the form c(h) = λ1 + λ2

h2 ; this mixes max-min fairness with a bias stronger than

proportional fairness. Let us assume that we use a proportion α1 of the node data

transfer capacity to implement max-min fairness, and a proportion α2 = 1−α1 to
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implement the stronger bias such that flow balance decomposes into two separate

equations:

∑N−1
h=1 hp(h)λ1 = α1, and

∑N−1
h=1 hp(h)λ2

h2 = α2.

Now, by choosing α2 to scale down with N , we can prevent λ2 from scaling up

with N . Specifically, we can set α2 = a log N
N

, which will result in λ2 ≈ a, which

no longer scales up with N . The resulting throughput profile c(h) is a convex

combination of the throughput profiles from the two different strategies:

c(h) ≈ a

h2
+

(
1− a

log N

N

)
2

N
. (5.6)

Here, we constrain a ≤ s−2/N
1−2 log(N)/N2 so that the maximum throughput does not

exceed the stable link rate s. We note that (5.6) provides a very different through-

put profile than either max-min fairness or proportional fairness. In particular,

the throughput seen by long connections is almost as good as that of max-min

fairness (and hence is a factor of two better than that obtained from proportional

fairness), while the throughput seen by short connections does not scale down

as a function of N (and hence is better than max-min fairness). Fig. 5.3 illus-

trates example throughput profiles for a 50-node linear network with link data

rate s = 2 and node bandwidth share C = 1. In short, mixed bias strategies open

up a large design space not covered by existing resource allocation strategies. We

shall explore this in more detail in our discussion of two-dimensional networks.
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Figure 5.4: Regular grid topology.

5.3.2 Two-Dimensional Networks

We now consider two-dimensional N node regular grid topology networks

where the inter-node distance is such that direct communication is only possi-

ble between immediate neighbors on the grid. The hop distance h(i,j) between

two nodes i and j with coordinates (xi, yi) and (xj, yj), respectively, is given by

h(i,j) = |xi − xj| + |yi − yj|, which equals the number of hops along the shortest

path between the nodes (see Fig. 5.4).

We consider a power-law traffic model [125] where the probability that a node

i will communicate with a node j, h hops away, is given by

pi,j =
q

hk
, (5.7)
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where 0 < q < 1. Note that pi,j = pj,i = p(h). Thus, the probability pH(h) that a

pair of communicating nodes are h hops apart is given by

pH(h) =
m(h)

hk
∑hmax

r=1
m(r)
rk

, (5.8)

where m(h) is the total possible number of h-hop flows in the network. For k > 0,

this spatial traffic distribution models a spatially localized traffic pattern with

degree of localization increasing with k. We first consider uniformly distributed

traffic (k = 0) to study the effect of different resource biasing policies.

We focus on allocation of the available data transfer capacity C (in bits per-

second) of a typical network node using link flow analysis to obtain the expected

per-connection throughput. The underlying medium access control (MAC) layer

(e.g., IEEE 802.11) implements max-min fair bandwidth allocation among con-

tending nodes. The bias weight function w(h) is defined as w(h) = 1
hb , where the

bias exponent b ≥ 0 determines the degree of bias. Let n(h) denote the average

number of h-hop flows passing through or initiated by a typical network node.

We have

C ≥
hmax∑

h=1

n(h)
λ

hb
. (5.9)

Thus, the required λ for maximum utilization of the available capacity is given

by λ = C/
∑hmax

h=1
n(h)
hb .
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Figure 5.5: Two-dimensional torus topology.

We first consider a symmetric, regular grid (i.e., a 2-d torus, as shown in

Fig. 5.5) topology to avoid edge effects, and focus on how the required λ scales

with increasing network size as a function of the traffic model and the bias weight

function. For a symmetric regular grid topology, pH(h) = 1/(h(k−1)
∑hmax

r=1
1

r(k−1) ).

This is because the number of nodes located h hop away from any given node is

4h, which yields the total possible number of h hop flows as 4Nh. This is plugged

in (5.8) to obtain pH(h). With the average number of h hop connections traversing

a node given by n(h) = hpH(h), we have from (5.9),

λ =
C∑hmax

h=1 hpH(h)/hb
=

C
∑hmax

h=1 1/h(k−1)

∑hmax

h=1 1/h(k+b−2)
. (5.10)

For uniform traffic distribution (k = 0), we infer that with unbiased resource allo-

cation (b = 0), λ = O(1/
√

N); for proportional fairness (b = 1), we have λ = O(1);

and for b = 2, λ = O(
√

N). Further calculations show that the required λ grows
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with the network size N for b > 1. However, since λ cannot exceed the maximum

stable data rate s, this means that after the network size increases to a certain

limit for b > 1, a node cannot fully utilize its fair share of bandwidth because the

stronger bias prevents long flows from using the leftover capacity from the short

flows. As in the linear network case, we infer that with proportional fair resource

allocation, the per-flow throughput will be higher than the unbiased resource al-

location for any N since the required λ is O(1). Note that the preceding analysis

also applies to infinite regular grid topologies where edge effects can be neglected.

Spatially localized traffic distribution: We now consider the effect of spa-

tially localized traffic (k > 0). From (5.9) and (5.10), we find that for k > 3 in

pH(h) defined in (5.8), the per-flow throughput stays constant, i.e., O(1), rather

than diminishing with increasing network size for unbiased resource allocation

(b = 0). Even for traffic distributions with 2 < k ≤ 3, biased resource allocation

with b > 3−k can ensure that per-flow throughput does not diminish. The obser-

vations about spatially localized traffic patterns and unbiased resource allocation

are consistent with insights from [1,126].

Finite, regular grid topologies: We now consider finite, regular grid topologies

where the contention at the network edges is less than the core because there are

fewer contending nodes at the edges; also, with a uniform traffic model where every

node randomly picks a destination among other network nodes, the traffic volume
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increases towards the core of the network. Therefore, the network core acts as a

bottleneck for network flows in most cases. Hence, we focus on the network-core

to avoid offsets from the edge effects. We expect that the flow throughput results

obtained from analysis of the network core are pessimistic estimates of the actual

flow throughputs, especially for smaller networks (e.g., N < 50) where the edge

effect dominates. Based on these observations, we modify (5.9) as follows:

C ≥
hmax∑

h=1

nc(h)
λ

hb
, (5.11)

where 0 < λ ≤ s and nc(h) denotes the average number of h-hop flows passing

through or initiated by a typical network-core node. We evaluate nc(h) by aver-

aging the values obtained from MatLab simulations of traffic instances over the

network for 5000 seed values. Thus, we can calculate the maximum λ that satis-

fies (5.11) for a given bias exponent b. This λ value can be used to estimate the

average per-flow throughput T of the network as a function of the network size,

traffic distribution and the resource allocation policy as follows:

T =
hmax∑

h=1

pH(h)
λ

hb
. (5.12)

Mixed Bias Resource Allocation Policy: The underlying idea is to allocate

a portion of the total available capacity at a node via a strongly biased policy,

and allocate the rest employing a fairer policy. Assume that, of the total available

node capacity C, we allocate αC via a resource allocation policy determined by
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weight function w1(h) = 1
hb1

, and allocate the remaining bandwidth via weight

function w2(h) = 1
hb2

. We calculate the maximum λ1 and λ2 (0 < λ1, λ2 ≤ s) that

satisfy the following inequalities:

αC ≥
hmax∑

h=1

nc(h)
λ1

hb1
, (5.13)

(1− α)C ≥
hmax∑

h=1

nc(h)
λ2

hb2
, λ1 + λ2 ≤ s (5.14)

The average per-flow throughput in this case is given by:

T =
hmax∑

h=1

pH(h)(
λ1

hb1
+

λ2

hb2
). (5.15)

The parameters α, b1 and b2 allow us to span a large design space of resource

allocation strategies, trading off throughput performance versus fairness. Note

that an alternative formulation to (5.14) that ensures that any left-over capacity

from the fraction of bandwidth allocated to strongly biased allocation in (5.13)

is used up by the fairer allocation is given by C ≥ ∑hmax

h=1 nc(h)( λ1

hb1
+ λ2

hb2
), where

λ1+λ2 ≤ s. Since our intent is to first understand the effect of different parameters

on the throughput profiles, we focus on (5.14) for our evaluations. We provide

insight in to the effect of these parameters in the next section for an example

application of our framework over IEEE 802.11 multihop networks.
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Figure 5.6: Average per-flow through-
put for mixed bias with b1= 5, b2= 1,
and α = 0.2 from analysis.
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Figure 5.7: Average per-flow
throughput for mixed bias with b1

= 5, b2 = 1, and α = 0.2 from
simulations.

5.4 Application to an IEEE 802.11 Multihop

Network

We now apply our resource allocation framework to an IEEE 802.11 multihop

network to illustrate how to determine global-scale parameters from local-scale

analysis, which takes into account physical layer technology and medium access

control. We then employ simulations with IEEE 802.11b parameters to determine

how well the design prescriptions obtained by our analysis in Section 5.3 work.

For our local-scale analysis, Bianchi’s saturation throughput analysis [95] is

used to determine the data transfer capacity s of a contention region in an IEEE

802.11 network. Based on the observation that the IEEE 802.11 MAC protocol
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Figure 5.8: Scatterplots of flow throughputs for a 144-node network for mixed
bias allocations, proportional fairness and severe bias (b = 5).
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Figure 5.9: Scatterplots of flow throughputs for a 144-node network for mixed
bias allocation policies (b1 = 5, b2 = 0).

implements an approximation to max-min fair bandwidth allocation among con-

tending neighbors [123, 127], a typical node’s share of single hop capacity can be

estimated as C = s/nc, where nc is the average number of contending nodes in a

contention region at the network core. This value of C is now used in (5.11) in the

global-scale analysis to estimate λ. This is then plugged into (5.12) to obtain the

average per-flow throughput. Fig. 5.6 illustrates the predicted average per-flow

throughput for an example mixed bias allocation with b1 = 5, b2 = 1 (propor-
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tional fairness) and α = 0.2, for the individual allocation policies in the mixture

and also for max-min fair allocation. We observe that the mixed bias allocation

has a higher average flow throughput as compared to proportional fair and max-

min fair allocations. Evaluation for different α values shows that increasing α to a

higher value emphasizes strong bias whereas decreasing α to a smaller value such

as 0.2 sways the throughput more towards the fairer allocation in the mixture.

We now employ simulations to obtain flow throughput profiles, and to evalu-

ate the benefits of mixed bias strategies relative to the individual strategies in the

mixture, as well as to proportional fairness. We use the QualNet Network Simu-

lator [61] over regular grid topology networks with IEEE 802.11b MAC/PHY, in

basic access mode (RTS-CTS turned off). We present our results with static rout-

ing in order to isolate the effects of routing overhead on throughput. The results

are averaged over 20 different seeds. Our application model comprises CBR flows

of packet size of 1000 bytes, with data rates determined analytically for a given

biasing strategy, as in Section 5.3.2 and enforced using source data rate control.

Destinations are chosen at random based on the uniform traffic model.

While we fix the offered rate based on the analytical model in order to compare

different resource allocation strategies, as we show in the next section, embedding

mixed-bias resource allocation strategies within a utility function framework can

provide the flexibility needed to arrive at decentralized adaptive implementations
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that allow nodes to dynamically tune their flow rates while implementing a bi-

ased resource allocation strategy. This can be used to alleviate congestion, to

exploit spatial reuse opportunities, and more broadly, to react to specific net-

work topologies and traffic patterns. In fact, embedding our biasing strategies on

a NUM framework allows us to leverage protocol translations of jointly optimal

cross-layer congestion control and scheduling algorithms, rather than restricting

ourselves to flow rate control over a given MAC, as in this evaluation. Our aim

in this section is to illustrate the promise of mixed biasing strategies even in this

restrictive setting.

Fig. 5.7 illustrates the per-flow throughput performance for the example mixed

bias allocation considered in Section 5.3.2 (b1 = 5, b2 = 1, α = 0.2) and compares

it with that of the single bias policies in the mixture and also max-min fair alloca-

tion. The results are consistent with the analytical prediction that the mixed bias

allocation provides higher average flow throughput than max-min fair or propor-

tional fair allocations. However, the average flow throughput values are lower, and

decay faster with network size, than the analytical predictions shown in Fig. 5.6.

This is because flows incur higher packet loss probabilities as they traverse a larger

number of hops in a larger network, which results in an increase in the amount of

wasted network resources. Another factor causing performance degradation that

is not explicitly modeled in the analysis is the waste of medium access time due to
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the interaction between the IEEE 802.11 backoff mechanism and multihop packet

forwarding [126].

Fig. 5.8 presents the scatterplots of individual flow throughputs as functions of

the number of hops for a 144-node network over all simulation seeds. We consider a

mixed bias strategy, mixing a strong bias with proportional fairness. The strategy

leads to significantly higher throughput for shorter connections than proportional

fairness, while incurring virtually no degradation for the longer connections. Other

desirable mixed bias strategies that, for example, provide better performance for

long connections than proportional fairness, can be obtained by mixing a strongly

biased strategy with max-min fairness (e.g., Fig. 5.9(a)). Note that the strongly

biased strategy shuts out the long connections, and is therefore not a feasible

choice on its own. The choice of the capacity fraction α and the strength b of

the bias are other parameters at the disposal of the system designer to craft a

desirable throughput profile.

We now investigate the effect of different values of the capacity fraction α al-

located via high bias. Consider the mixed bias allocation with (b1 = 5, b2 = 0).

Fig. 5.10 illustrates the throughput performance obtained from the simulations for

the mixed bias policies for α = 0.2, 0.6, and 0.8. The figure also plots single bias

policies in the mixture and proportional fair allocation for reference. Figs. 5.9(b)

and 5.9(c) present the scatterplots of individual flow throughputs as functions
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Figure 5.10: Average per-flow throughput for mixed bias with b1 = 5, b2 = 0,
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of the number of hops for a 144-node network over all simulation seeds, for the

mixed bias allocations with capacity fraction α = 0.6 and 0.8 (see Fig.5.9(a) for

α = 0.2). A comparison between Figs. 5.9(b) and 5.9(c) illustrates the poor net-

work utilization with a higher bias and high capacity fraction α. We see that

allocation of 80% of the node capacity via a strong bias (i.e., α = 0.8, b1 = 5)

results in decrease of throughput achieved by long flows as compared to the case

when α = 0.6, but no apparent gain is observed in the throughput performance

of the shorter flows. This demonstrates inefficient network utilization with a pre-

dominantly higher bias allocation for uniform traffic distribution. With different

choices of capacity fraction α, it is possible to achieve a range of throughput pro-

files depending on the set of constituent biases in the mixture, the network size,

and the traffic distribution.
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5.5 Mapping to Network Utility Maximization

We now demonstrate that our resource biasing strategies are consistent with

the network utility maximization (NUM) framework. Consider the convex op-

timization problem (5.1)–(5.2), for which a unique optimal solution exists [128].

From the Karush-Kuhn-Tucker conditions, the solution satisfies

U
′
(xi) =

∑

l:l∈i

µl ∀i ∈ F (5.16)

where µ = (µl, l ∈ L) is a vector of Lagrange multipliers or shadow prices for the

links, {l : l ∈ i} denotes the set of links traversed by flow i, and X in (5.2) and µ

satisfy

AX ≤ R, µ ≥ 0, and µT (AX −R) = 0. (5.17)

Now consider (5.1)–(5.2) as the NUM problem for the global scale wired-equivalent

model of a multihop wireless network (see Section 5.3). Under the assumptions of

a large network where all bit-pipe capacities are approximately fully utilized (i.e.,

AX ≈ R), and equal shadow price for each bit-pipe µl = µc, l ∈ L, we have from

(5.16) that

U
′
(xi) = hiµc, ∀i ∈ F (5.18)

where hi is the number of hops traversed by flow i. First consider the resource

biasing throughput profile xi(hi) = λh−1
i , where λ > 0 is calculated via flow
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balance as described in Section 5.3. We now verify our claim that this throughput

profile maps to a proportional fair allocation. We have hi = λ
xi

, for which, we find

that

U(xi) = k log(xi), (5.19)

where k = λµc satisfies (5.18). This form of utility function U(xi) corresponds to

proportional fairness. Note that the extension for weighted proportional fairness

(i.e., the utility function corresponding to each i ∈ F is scaled with a weight

wi > 0) is straightforward.

We next consider a biased allocation with xi(hi) = λh−b
i , where λ, b > 0.

Hence, hi = λxi
− 1

b . We find that

U(xi) = k
x1−β

i

1− β
, (5.20)

where β = 1
b

and k = λµc, satisfies (5.18). Note that (5.20) is of the same form as

the utility function for (p, β)-proportional fairness proposed in [109], with β = 1
b
.

There are a few important points to note here: first, most prior works that

consider the class of utility functions proposed by [109] focus on β ≥ 1, which

maps to proportional fairness (β = 1), delay minimization (β = 2), and other

utility functions with higher throughput fairness, approaching max-min fairness

as β → ∞. These functions map to our biased throughput profiles with bias

exponent 1 > b > 0. For instance, we can now show that flow throughputs
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corresponding to max-min fair allocation are equal in this setting. Basically, we

consider xi(hi) = limb→0 λh−b
i = λ, where parameter λ is the rate allocated to

each flow, derived via flow balance.

Utility functions of the form (5.20) with (0 < β < 1) map to the strongly

biased cases (b > 1). Recall that we showed in Section 5.3 that allocating all

network resources via such policies can lead to poor network utilization for large

networks. This insight served as a motivation for mixed bias resource allocation

policies. It is instructive to realize that our assumption of near-full utilization

of bit-pipe capacities for large networks in the derivation of (5.20) will hold only

if R in (5.2) represents an appropriately chosen fraction of the actual bit-pipe

capacities (e.g., rl = αC ∀l).

An equivalent NUM formulation for the mixed biasing policies over the wired-

equivalent global model can now be developed as follows. Consider the following

NUM problem

max
∑
i∈F

U1(xi,1) + U2(xi,2) (5.21)

subject to

AX1 ≤ αR, X1 ≥ 0 (5.22)

AX2 ≤ (1− α)R, X2 ≥ 0 (5.23)
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where U1(.) is the utility function corresponding to the strongly biased allocation

strategy (e.g., (5.20) with 0 < β < 1), U2(.) corresponds to a fairer allocation

such as max-min fairness or proportional fairness, α > 0 represents the fraction

of total resources allocated via the strongly biased allocation, and the flow rate

vector X = X1+X2. For example, mixing proportional fairness with a higher bias

strategy with bias exponent b = 5 would lead to U(xi) = (
(xi,1)0.8

0.8
+ log(xi,2)), The

utility function could also be weighted as wiU(xi) where wi > 0 is the weight for

flow i. The total rate for flow i is xi = xi,1 + xi,2. The form of the mixed biasing

optimization problem is such that it can be decomposed into two parallel NUM

problems in a straightforward manner, one with objective function
∑

i∈F U1(xi,1),

under constraints (5.22), and the second with objective function
∑

i∈F U2(xi,2)

and constraints (5.23).

5.6 Summary

The resource biasing framework presented in this chapter opens up a rich de-

sign space for sharing transport capacity in multihop wireless networks that goes

beyond existing paradigms such as max-min fairness and proportional fairness by

blending strongly biased and fairer allocations to get superior throughput profiles

with high network utilization. Our two-scale model for multihop wireless networks
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yields quick performance estimates for different biasing strategies, providing a tool

that allows system designers to tune parameters so as to shape throughput profiles

while maintaining network efficiency. For 802.11 networks with fixed link speeds,

the global scale, wired-equivalent model provides predictions of throughput pro-

files that match trends obtained by simulation. Embedding our resource biasing

strategies within a utility function framework shows that the extensive work on

distributed protocol designs for network utility maximization (NUM) over wireless

multihop networks can be leveraged for effective protocol translations that adapt

to the network topology and traffic patterns. For instance, [112] addresses some

practical design and implementation issues related to the joint congestion control

and scheduling algorithm proposed in [129] and offers distributed protocols for

NUM. A detailed study of modified versions of such protocols that implement

mixed bias strategies is a topic for future research.
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Conclusions and Future Work

In the Introduction, we discussed that next generation wireless networks must

be equipped to handle the demands of the rapidly growing wireless user base

and the diverse applications. Of the many design aspects of wireless networking

systems, medium access control (MAC) and resource allocation are among the

most critical. Efficient medium access control that accounts for the physical char-

acteristics of the wireless network links, transceiver capabilities, and the driving

applications, along with flexible resource allocation, are key to enabling higher

network capacity and resource utilization.

At a high level, the contributions of this dissertation can be classified into three

broad categories: the first of these is the design of practical network architectures

for multiGigabit wireless networking in the unlicensed 60 GHz millimeter (mm)

wave band. Besides addressing some fundamental design bottlenecks in both in-

door and outdoor mm wave networks and highlighting many research challenges
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that still remain, our work serves to demonstrate the promise of this next frontier

for high-speed wireless networking. The second direction is to rethink MAC proto-

cols in 802.11 mesh networks, where we exploit application layer regularities and

apply ideas of observation-based learning and memory to achieve time division

multiplexing (TDM)-like resource sharing without network-wide synchronization.

The third category is resource allocation in multihop wireless networks, where

we propose a framework for investigating the effect of different resource alloca-

tion policies on network performance, and present strategies that can achieve a

superior tradeoff between network throughput and fairness while ensuring high

network utilization.

6.1 The Big Picture

A key idea instrumental to our approach to medium access control in wireless

networks is application of learning and memory to attain implicit coordination

in a decentralized fashion. We believe that our work on Sticky CSMA/CA and

Memory-guided Directional MAC (MDMAC) just scratches the surface of the set

of potential applications of the simple yet extremely powerful concept of stigmergy

in addressing challenging access coordination and resource sharing problems in

multihop wireless networks.
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Our work on 60 GHz indoor wireless personal area networks (WPANs) and

outdoor mesh networks illustrates the crucial role of cross-layer considerations in

exploiting the abundant unlicensed spectrum in the 60 GHz band. Our 60 GHz

MAC protocol designs are driven by modeling and analysis of the distinct traits of

mm wave links given their peculiar propagation characteristics and the expected

network operating environments. Sticky CSMA/CA, on the other hand, utilizes

the carrier sensing capability of mesh nodes in the 2.4 and 5.8 GHz WiFi bands,

and shapes or exploits application characteristics in the design of medium access

control. The use of these features to achieve stigmergic coordination results in

much better performance for a mix of voice over IP (VoIP) and data traffic relative

to 802.11 WiFi MAC protocols.

Another key theme of our work on 60 GHz network architectures is the design

of fully directional MAC protocols, i.e., protocols that do not assume any form of

omnidirectional communication for control or coordination. In such settings, con-

ventional approaches based on carrier sensing become ineffective because nodes

cannot sense their surroundings in an omnidirectional fashion to derive feedback

regarding transmission activity in their neighborhood, which makes transmit-

receive coordination challenging among neighbor nodes. Moreover, in absence

of omnidirectional sensing, neighbor discovery also becomes an important design

constraint. Our directional networking proposals address these challenges.
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Lastly, our simple two-scale analytical model for large multihop wireless net-

works (Chapter 5) is fundamental to design of resource allocation strategies that

trade off performance seen by resource-intensive long connections and lightweight

short connections. The key insight behind this model is that at a global scale,

wireless communication plays a fundamental role only in influencing the network

topology. That is, the broadcast nature of wireless medium and the decay of sig-

nal power with distance constrain us to use short distance hops. At this scale,

elementary flow-balance over a “wired-equivalent” global-scale model suffices to

study the impact of a given resource allocation strategy over a given spatial traffic

pattern. The bit-pipe capacities used in the global-scale analysis are obtained via

a detailed wireless model at the local scale.

6.2 Future work

There are a host of both broad and specific research issues for future research

in protocol design for mm wave networks and WiFi mesh networks, and resource

allocation over wireless networks, of which we mention but a few.

In the context of 60 GHz indoor WPANs, an important consideration in cross-

layer design is the impact of antenna design and node form factor. We envision

the use of circuit board antennas for consumer electronics devices, and the spe-
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cific integration of such antennas and the mm wave front ends associated with

them depends on both form factor and cost constraints. This in turn impacts the

coverage of the beams that can be synthesized by these antennas. Thus, while

our simulations are for antenna arrays with isotropic elements for simplicity, the

physical realization of the network node may impose constraints on network con-

nectivity that must be taken into account. Another important topic for future

research is the design of protocols that exploit the significant potential for spatial

reuse enabled by the use of highly directional links, and for enabling co-existence

of multiple WPANs in close proximity. Another interesting issue is detailed in-

vestigation of whether and how reflections can be used to steer around obstacles,

as an alternative to, or in combination with, the use of relays. While the point

of reflection can be thought of as a virtual relay, we note that the path followed

by a reflection is constrained by the geometry of the environment, whereas the

placement of an actual relay can be optimized (e.g., it can be put high up on a

wall) to maximize connectivity. Much work also remains on detailed physical layer

transceiver design for enabling beamsteering with minimal overhead and complex-

ity, which includes cross-layer considerations both from below (RFIC and antenna

design) and above (MAC design). Additionally, it is important to undertake de-

sign and performance evaluation with traffic models aimed specifically at some
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of the applications driving the interest in high-speed WPANs, such as streaming

compressed and uncompressed audio/video, as well as large file transfers.

A number of open problems need to be addressed to realize our vision of

multiGigabit 60 GHz outdoor mesh networks. Joint cross-layer design of flow-

control, routing, scheduling and MAC for highly directional mesh networks, in-

cluding a comparison of centralized and distributed strategies, remains an impor-

tant open issue. Detailed design, implementation, and testing of the envisioned

omni-coverage yet highly directional mesh nodes is an important task, which in-

volves design and validation of the antenna array patterns, low-complexity and

low-overhead methods for electronic beamsteering, and low-power signal process-

ing techniques for multiGigabit communication.

In the context of Sticky CSMA/CA, while we demonstrate large performance

gains for a mix of intrinsically periodic traffic (such as VoIP) and data, further

research is needed to extend Sticky CSMA/CA framework for efficient support of

variable rate video over mesh networks. More broadly, the design of a compre-

hensive QoS solution for wireless mesh networks that employs Sticky CSMA/CA

as a fundamental building block, with cross-layer interactions among application,

network and MAC layers, is an interesting avenue for future research.

Many research questions remain on fully understanding the potential of learn-

ing and memory based algorithms for wireless protocol designs. For instance, can
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we design stigmergy-inspired decentralized schemes that guarantee achieving a

global network performance objective such as maximizing network utility for a

given utility function? Can we ensure that our protocols react quickly enough to

sudden changes in network traffic or topology (node or link failures)? Moreover, a

clear understanding of the tradeoff between centralized options to resource man-

agement (which might be feasible for networks of moderate or small sizes) and

our decentralized approaches remains to be understood.

For our resource biasing framework, important topics for future research in-

clude a detailed design and evaluation of decentralized protocols that implement

our resource allocation strategies, leveraging the extensive recent work on proto-

col design for network utility maximization (NUM). It will be insightful to find

out how much of the predicted gains for the mixed biasing strategies are actually

realized via these protocols. Moreover, generalization of the analytical model to

allow for multiple raw link speeds is another open issue, which may complicate

the interaction between the local-scale and global-scale models.

Looking ahead, we believe that next generation wireless networks must be

designed to meet the expectations of a large number of wireless users with in-

creasingly savvy devices and diverse applications. Cross-layer wireless protocol

designs are crucial to the eventual success of these networks: our work illustrates

this idealogy in the context of omnidirectional mesh networks operating in the 2.4
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and 5.8 GHz WiFi bands as well as emerging highly directional 60 GHz wireless

networks. In addition, our work also demonstrates the promise of implicit com-

munication via tools of memory and learning in addressing challenging distributed

coordination problems in wireless networks.
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