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Abstract. A simple approach for adaptive interference suppression for the downlink (base-to-mobile link) of a
direct sequence (DS) based cellular communication system is presented. The base station transmits the sum of
the signals destined for the different mobiles, typically attempting to avoid intra-cell interference by employing
orthogonal spreading sequences for different mobiles. However, the signal reaching any given mobile passes through
a dispersive channel, thus destroying the orthogonality. In this paper, we propose an adaptive linear equalizer at
the mobile that reduces interference by approximately restoring orthogonality. The adaptive equalizer uses the
pilot’s spreading sequence (which observes the same channel as the spreading sequence for the desired mobile)
as training. Simulation results for the linear Minimum Mean Squared Error (MMSE) equalizer are presented,
demonstrating substantial performance gains over the RAKE receiver. Long spreading sequences (which vary from
symbol to symbol) are employed, so that the equalizer adapts not to the time-varying spreading sequences, but to the
slowly varying downlink channel. Since the inter-cell interference from any other base station also has the structure
of many superposed signals passing through a single channel, the adaptive equalizer can also suppress inter-cell
interference, with the tradeoff between suppression of intra- and inter-cell interference and noise enhancement
depending on their impact on the Mean Squared Error (MSE).

Keywords: CDMA, MMSE, equalization, adaptive, multi-user detection

1. Introduction

IS-95, the second generation US digital cellular stan-
dard, is based on direct sequence (DS) code division
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multiple access (CDMA), in which each user uses all
of the available bandwidth, with different spreading
sequences being employed to distinguish between dif-
ferent users. Worldwide third generation cellular stan-
dards also appear to have converged on DS-CDMA.
The primary traffic on present day cellular networks is
voice, so that the forward link or downlink (base-to-
mobile) and the reverse link or uplink (mobile-to-base)
carry similar traffic volumes. However, in the near fu-
ture, the downlink is expected to carry significantly
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more traffic due to applications such as web brows-
ing by mobile terminals. The downlink is therefore ex-
pected to be the bottleneck in traditional cellular ar-
chitectures, which currently allocate equal bandwidth
resources to both the uplink and downlink. Even for
the current cellular telephony applications, the uplink
has several advantages over the downlink: uplink power
control eliminates the near-far problem, whereas down-
link power control leads to a possible near-far problem
by design (since the base transmits at higher power to
mobiles who are further away, multipath components
for the signal destined for such users can seriously im-
pact reception at a mobile close to the base station);
receiver processing can be more sophisticated at the
base for the uplink than at the mobile for the down-
link. Interference suppression at the mobile receiver
appears to be an attractive method of enhancing the
downlink, since the small number of interfering sources
(the neighboring base stations), together with the in-
formation available from the pilot signal, present some
practical opportunities for improvement.

In IS-95 as well as proposed CDMA-based third gen-
eration standards, the downlink is designed to be free
of intra-cell interference under ideal conditions. The
base station transmits the sum of the signals destined
for the different mobiles in the cell, with orthogonal
spreading sequences assigned to different mobiles. Of
course, this orthogonality is destroyed when the signal
passes through a multipath channel, leading to intra-
cell interference. The key idea in this paper is to equal-
ize the channel at the mobile receiver, thus approxi-
mately restoring the orthogonality among the spreading
sequences and reducing the interference. The problem
is exactly analogous to that of equalization of a nar-
rowband system, except that the chips now play the
role of symbols. In a given chip interval, the base sta-
tion transmits the sum of the chips (times the symbols)
destined for each user, together with the chip for the pi-
lot sequence. All elements in this sum observe the same
channel, so that, for the linear equalization strategy con-
sidered here, an equalizer for the pilot sequence works
for the desired user as well. The pilot sequence can
therefore play the role of a perpetual training sequence
for adaptive equalization. The adaptation is based on
the linear MMSE criterion.

The idea of equalizing the downlink channel for
the purpose of restoring orthogonality of the user
spreading sequences was first proposed in [1]. There
a block equalizer is developed for a hybrid time divi-
sion CDMA system. Equalization of the downlink for a

DS-CDMA system was first independently introduced
in [2], [3] and [4]. In [2], an MMSE solution for the
downlink equalizer of a CDMA system is computed.
The use of orthogonal spreading sequences, however,
is not considered. In [3], an adaptive MMSE equalizer
is presented, while [4] considers its zero-forcing coun-
terpart. Equalization of the downlink has subsequently
been proposed in numerous other works, such as [5–
11] to name a few. See also the paper by T.P. Krauss,
W.J. Hillery, and M.D. Zoltowski in this journal issue.

The idea of restoring orthogonality on the down-
link through the use of equalization is especially useful
since it leads to an adaptive receiver performing inter-
ference suppression even for CDMA systems with no
spreading code periodicities. In [3], an adaptive algo-
rithm for training the downlink equalizer is developed
based on the pilot training sequence. A very similar
algorithm was proposed later in [10]. An adaptive al-
gorithm not requiring the pilot training sequence is pro-
posed in [7]. Finally, an adaptive reduced-rank equal-
izer for sparse downlink channels is introduced in [12].

The rest of this paper is organized as follows. Sec-
tion 2 introduces the system model. Section 3 develops
the basic MMSE chip equalizer designed to equalize
the downlink channel. This equalizer is a function of the
user spreading sequences, and hence time-variant and
computationally complex. A time-invariant version of
the MMSE chip equalizer, denoted the average MMSE
chip equalizer, is derived in Section 3. A symbol-level
implementation of the average MMSE chip equalizer,
amenable to adaptive implementation, is proposed in
Section 4. Simulation results illustrating the perfor-
mance of the adaptive receiver in a variety of channel
conditions are shown in Section 5. Finally, conclusions
are presented in Section 6.

Throughout this paper, aT , a∗, aH = (a∗)T , denote
transpose, conjugate and hermitian transpose of vector
a, respectively.

2. System Model

Since the proposed equalization technique mitigates
inter- as well as intra-cell interference, we consider
a two base station model in this paper. However, for
simplicity of exposition, we first explain the structure of
the signals transmitted from a single base station. The
discussion is then extended to accommodate multiple
base stations by using superscripts to index the different
base stations.
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Consider a given cell. The base station simultane-
ously transmits data to the active users (or mobiles)
in its cell, and transmissions to all users are symbol-
synchronous. To facilitate channel estimation in the
mobile, the base station also transmits a synchronous
pilot signal. The users and the pilot are assigned dis-
tinct spreading sequences which enables the mobile
to separate the pilot signal and the desired transmis-
sion from multiple access interference. In IS-95, every
base-station is assigned a unique complex spreading
sequence sb(n), where n indexes the chip time. All
spreading sequences within the cell are derived from
this basic spreading sequence. Let us consider this oper-
ation in detail. Each user, including the pilot, is assigned
an orthogonal Walsh code of length N , with the all-ones
Walsh code reserved for the pilot. Let wk(n) denote the
Walsh code for user k, expressed as a periodic sequence
of period N , with wk(n) = wk(n + N ) for all n. Letting
wk = [wk(0), . . . , wk(N − 1)]T denote the Walsh code
for user k over a symbol period as an N -length vector,
we have, due to orthogonality of the Walsh codes over
a symbol period, that wT

k w j = Nδ( j − k), where δ(·)
is the delta function. Over each symbol interval, the
user’s spreading sequence is generated by multiplying
the corresponding Walsh code and the base station’s
spreading sequence. That is,

sk(n) = sb(n)wk(n) 1 ≤ k ≤ K

where K is the number of simultaneous users in the
cell. Denoting the pilot as user with subscript 0, we
also have that

s0(n) = sb(n)w0(n) = sb(n)

since w0(n) ≡ 1, for all n. Note that the spreading se-
quences for different users, including the pilot, inherit
the orthogonality of the Walsh codes over each sym-
bol interval. The base station’s (or pilot’s ) spread-
ing sequence s0(n) itself is a long complex spreading
sequence of period much larger than N , and is well
modeled as aperiodic with random independent and
identically distributed components, with E{s0(n)} = 0.
Note that, under this model, any user’s spreading se-
quence can be determined from knowledge of the pi-
lot’s spreading code and the particular Walsh code be-
ing used by the user. The equalization method proposed
here applies both to the preceding orthogonal spread-
ing model, or to a random spreading model in which
the sk(n) are modeled as independent and identically

distributed for different k and n, such that E{sk(n)} = 0.
Furthermore, under both models we have

E{sk(n)s∗
k (m)} = E

{|sk(n)|2}δ(n − m)
(1)

E{sk(n)sk(m)} = 0

for all k, n and m.
Let bk(n) denote the symbol sequence for mobile

k, expressed at the chip rate. Thus, bk(n) is piecewise
constant over symbol intervals of length N chips, where
N denotes the processing gain. That is, the lth symbol
sent by user k is given by

bk(n) = bk(l N ) l N ≤ n ≤ (l + 1)N − 1

Letting Pk denote the transmit power assigned to user
k, we obtain that uk(n) = √

Pk sk(n)bk(n) is the net
transmitted sequence, expressed at the chip rate, des-
tined for that user. As noted above, we denote the pilot
code as user 0, with u0(n) = √

P0 s0(n), since b0(n) ≡ 1
(the pilot is unmodulated). The net chip rate transmit-
ted sequence from the base station is therefore given
by

u(n) =
K∑

k=0

uk(n)

where K again denotes the total number of users trans-
mitted by the base station, so that the total number of
traffic channels utilized by the base station, including
the pilot channel, is K + 1. Since the spreading se-
quences for different users are orthogonal over each
symbol interval, it is possible to recover the symbols
without incurring intra-cell interference by despread-
ing over a symbol interval. Thus, the despreader output∑(l+1)N−1

n=l N s∗
k (n)u(n) is proportional to the lth symbol

of user k.
The complex baseband signal transmitted from the

base station is given by

∞∑
n=−∞

u(n)ψ(t − nTc)

where 1
Tc

is the chip rate, and ψ(t) is the chip wave-
form. In IS-95, the Fourier transform 	( f ) of the chip
waveform is roughly square root raised cosine at the
chip rate. Ideally, 	( f ) would be chosen as square
root Nyquist at the chip rate. Typically, the receive fil-
ter is also chosen as a square root Nyquist pulse so that
the composition of the transmit and receive filters is
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Nyquist at the chip rate, thus eliminating inter-chip in-
terference in channels with no multipath. In this case,
the transmitted sequence u(n) would be recovered by
sampling at the chip rate, and the symbol-level orthog-
onality of the sk(n) would then permit recovery of the
symbols bk(n)without incurring intra-cell interference.

In practice, the channel to the desired mobile is dis-
persive, leading to inter-chip, and hence intra-cell, in-
terference. The output of the receive filter is therefore
typically sampled faster than the chip rate (say at a rate
of no/Tc, where no is the oversampling factor). For
implementing the RAKE receiver, the delays of the
significant multipath components of the channel are
estimated (typically with a resolution of Tc/no), and
maximal-ratio combining is performed. For simplicity,
however, we consider a chip rate discrete-time channel
model in this paper. For a time-invariant channel, the
chip-rate sequence at the output of the receive filter is
given by the convolution of the chip-rate transmitted
sequence with the chip-rate discrete time channel to
the desired mobile, plus interference and noise.

2.1. Two Base Station Model

The notation for this model is as before, except for the
addition of a superscript identifying the base station.
The received sequence r(n) is given by

r(n) = (
u(1) ∗ h(1)

)
(n) + (

u(2) ∗ h(2)
)
(n) + n(n) (2)

where (a ∗ b)(n) denotes the convolution between se-
quences {a(n)} and {b(n)}. For i = 1, 2, {u(i)(n)} is the
chip rate sequence transmitted by base station i , and
{h(i)(n)} is the channel from base station i to the desired
mobile. Finally, {n(n)} is the additive noise, which ac-
counts for the interference from distant cells as well as
receiver thermal noise. To obtain (2), synchronization
at the chip rate among the two base stations is assumed.
Synchronization is assumed only for notational conve-
nience and has no effect on either the implemenation
or the performance of the receiver. Due to the inter-
ference averaging effect of CDMA, the noise is well
modeled as White Gaussian Noise (WGN) of variance
N0/2 per dimension. Note that under this system model
there are two types of other-cell interference imping-
ing on the desired cell: non-white interference from the
adjacent base station given by the second summand in
(2), and white interference from distant base stations
included in the noise term of (2). This distinction is
necessary since linear equalization is capable of sup-

pressing only non-white interference. Detailed results
on the suppression capabilities of non-white other-cell
interference are presented in Section 4.3.

It is convenient to normalize the channels from
the two base stations by absorbing the channel gains
into the power of the transmitted sequences {u(i)(n)},
i = 1, 2, so that

∞∑
n=−∞

∣∣h(1)(n)
∣∣2 =

∞∑
n=−∞

∣∣h(2)(n)
∣∣2 = 1

Without loss of generality, let the desired mobile
have index 1 and be served by base station 1. Consistent
with IS-95 terminology, we refer to the total power
received by the mobile from the desired base station as
Ior and the total power received by the mobile from the
other base station as Ioc. That is,

Ior = E
[∣∣u(1)(n)

∣∣2] =
K (1)∑
k=0

P (1)
k

and

Ioc = E
[∣∣u(2)(n)

∣∣2] =
K (2)∑
k=0

P (2)
k

where K (i) denotes the number of mobiles in cell i .

3. Linear MMSE Equalization

As noted initially in [1], and subsequently for IS-95
spreading sequences in [3], the benefit of equalization
on the forward link is greatly enhanced when orthogo-
nal sequences are used to separate the different users.
With orthogonal spreading sequences, the multiple-
access intra-cell interference introduced by multipath is
completely eliminated through the use of zero-forcing
equalization, i.e. full inversion of the downlink chan-
nel. In order to minimize the noise enhancement asso-
ciated with zero-forcing equalization and also to sup-
press non-white additive noise (such as that produced
by other base stations), finite impulse response (FIR)
MMSE equalization is used. The proposed receiver
architecture is depicted in Fig. 1. Our objective is to
estimate the chip rate sequence {u(1)

1 (n)} (the desired
signal), from which the desired symbol sequence is
recovered by despreading using the desired spreading
sequence {s(1)

1 (n)}.
Consider an arbitrary time index n. Consider a

finite length equalizer, of length L = L1 + L2 + 1,
that uses the block of samples r(n) = [r(n − L1),

. . . , r(n − 1), r(n), r(n + 1), . . . , r(n + L2)]T to esti-
mate u(1)

1 (n). The estimate, or the decision statistic, is
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Figure 1. Conceptual diagram of the chip equalizer.

given by the complex inner product 〈c, r(n)〉 = cH r(n).
It is shown below that, in general, the MMSE equalizer
of u(1)

1 (n) is time-varying, i.e., a function of n.
Without loss of generality, the impulse responses

from both base stations are assumed to have finite sup-
port on the interval [M1, M2]. With this assumption,
the received vector r(n) can be written in matrix form
as

r(n) = H(1)u(1)(n) + H(2)u(2)(n) + n(n) (3)

where H (i), i = 1, 2, is a matrix of dimension (L1 +
L2 + 1) × (L1 + L2 + 1 + M2 − M1), of the form

H(i) =




h(i)(M2) h(i)(M2 − 1) · · · h(i)(M1) 0 · · · 0

0 h(i)(M2) · · · h(i)(M1 + 1) h(i)(M1) 0 · · ·
...

...
...

...
...

...
...

0 · · · 0 h(i)(M2) · · · h(i)(M1 + 1) h(i)(M1)




and the vectors u(1)(n) and u(2)(n) have dimension
L1 + L2 + 1 + M2 − M1 and are given by

u(i)(n) = [
u(i)(n − L1 − M2), u(i)(n − L1 − M2 + 1),

. . . , u(i)(n + L2 − M1)
]T

The expression for the MMSE estimate of the desired
user’s signal at time n, u(1)

1 (n), from the observation
r(n) is given by [13]

û(1)
1 (n) = (

c(1)
1 (n)

)H
r(n)

where

c(1)
1 (n) = (Es{r(n)rH (n)})−1 Es

{
r(n)

(
u(1)

1 (n)
)∗}

and Es denotes the expectation over the user symbols
and noise, conditioned on the user spreading sequences
{s(i)

k (n), i = 1, 2; 1 ≤ k ≤ K (i)}.

Let the length L1 + L2 + 1 vector µ(1)
1 (n) be defined

as

µ(1)
1 (n) ≡ Es

{
r(n)

(
u(1)

1 (n)
)∗}

If the user symbols are independent and identically dis-
tributed, so that

E
{
b(i)

k (l)b( j)
m (n)

}
= δ(i − j)δ(k − m)δ(�l/N� − �n/N�)

where �·� denotes the floor operation, then the p-th
element of the expectation vectorµ(1)

1 (n) can be written
as

µ
(1)
1,p(n) =

√
P (1)

1

M2∑
l=M1

h(1)(l)s(1)
1 (n − L1 + p − l)

× (
s(1)

1 (n)
)∗

δ

(⌊
n − L1 + p − l

N

⌋

−
⌊

n

N

⌋)
(4)

for 0 ≤ p ≤ L1 + L2.

Let Θ(n) denote the L1 + L2 + 1 × L1 + L2 + 1
correlation matrix, given by

Θ(n) ≡ Es{r(n)rH (n)} = H(1)U(1)(n)
(
H(1)

)H

+ H(2)U(2)(n)
(
H(2)

)H + N0IL1+L2+1

where

U(i)(n) = Es
{
u(i)(n)

(
u(i)(n)

)H}
i = 1, 2

and Ik is the k × k identity matrix.
The matrix U(i)(n) is a square matrix of dimension

L1 + L2 + 1 + M2 − M1, and has elements

U (i)
l,m(n) = Es

{
u(i)(n − L1 − M2 + l)

× (
u(i)(n − L1 − M2 + m)

)∗}
(5)
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for 0 ≤ l, m ≤ L1 + L2 + M2 − M1 and 0 else. If,
as assumed above, the user symbol sequences are
independent and identically distributed, the expecta-
tion in (5) can be computed as follows

Es
{
u(i)(m)

(
u(i)(n)

)∗} =
K (i)∑
j=0

P (i)
j s(i)

j (m)
(
s(i)

j (n)
)∗

× δ

(⌊
m

N

⌋
−

⌊
n

N

⌋)
(6)

To summarize the above development, the MMSE
equalizer for u(1)

1 (n) from the observation r(n) is given
by

c(1)
1 (n) = (

Es{r(n)rH (n)})−1
Es

{
r(n)

(
u(1)

1 (n)
)∗}

= (Θ(n))−1µ(1)
1 (n) (7)

Because the correlation matrix Θ(n) and the mean vec-
torµ(1)

1 (n) are functions of the chip index n, the MMSE
equalizer is also a function of the index n. In fact, if
the spreading sequences are periodic with a period P
divisible by N (as in IS-95), the correlation matrix, the
mean vector, and the equalizer in (7) all have period P
also.

As a result of the above, the equalizer in (7) has the
following properties, when applied at mobile j , served
by base station i .

1. The mean vector, µ(i)
j (n), depends on the base sta-

tion index i , the user index j , and the chip index
n. Consequently, the mean vector cannot be mea-
sured as a time average, and must be computed for
each chip index n. Calculation of the mean requires
knowledge of the desired user’s spreading sequence
{s(i)

j (n)} and power P (i)
j , as well as the channel im-

pulse response from the base station of interest.
2. The correlation matrix Θ(n) also changes with the

chip index n. As a result, the correlation matrix can-
not be measured as a time average. Instead, Θ(n)

and its inverse must be computed anew for each
chip index n. This computation requires knowledge
of the channel matrices H(1) and H(2), and the set of
spreading sequences and user amplitudes used by
both base stations.

It is apparent that the MMSE chip equalizer is com-
putationally very complex and depends on detailed pa-
rameters of the transmitted signal. Furthermore, a new
chip equalizer must be recomputed for each chip in-
dex n, which renders its implementation, under current

complexity constraints, impractical. For this reason, it
is useful to define an average MMSE chip equalizer,
which will be shown to be both substantially less com-
plex and amenable to adaptive implementation.

3.1. Average MMSE Chip Equalizer

We define the average MMSE chip equalizer of u(1)
1 (n)

from observation r as

c̄(1)
1 ≡ (E{Es{r(n)rH (n)}})−1 E

{
Es

{
r(n)

(
u(1)

1 (n)
)∗}}

≡ Θ̄
−1
µ̄(1)

1 (8)

where the outer expectations average over the user
spreading sequences. At first glance, it is reasonable to
expect that the final expression for the average MMSE
chip equalizer depends upon whether the random or
orthogonal spreading model is used to compute the re-
quired expectations. However, we now show that this
is not the case.

From (4) and (6), it is apparent that the instantaneous
MMSE chip equalizer depends on the user spreading
sequences only through auto-correlations. But from (1)
the statistical auto-correlation properties under both
spreading models of interest are the same. Hence, the
average MMSE chip equalizer is the same. In particular,
by taking the expectations in (4) and (6), it is straight-
forward to show that under both spreading models, we
have

µ̄(1)
1 =

√
P (1)

1 h(1) (9)

where h(i) = [h(i)(−L1),h(i)(−L1 +1), . . . , h(i)(L2)]T ,
and

Θ̄ = Ior H(1)
(
H(1)

)H + IocH(2)
(
H(2)

)H + N0IL1+L2+1

In summary, the average MMSE estimate of u(1)
1 (n)

from the observation r(n) is given by (c̄(1)
1 )H r(n),

where

c̄(1)
1 =

√
P (1)

1 Θ̄
−1

h(1) (10)

Note that, within a multiplicative constant, the average
MMSE chip equalizer is the same for all users trans-
mitted from base station one. Furthermore, because the
correlation matrix Θ̄ does not depend on the base sta-
tion of interest, the average MMSE chip equalizer for
the second base station is given by simply replacing
h(1) with h(2) in (10).
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The average MMSE chip equalizer can be calculated
directly from the knowledge of channels h(1) and h(2),
from which channel matrices H(1) and H(2) can be com-
puted, the sum powers received from the serving and
interfering base stations, Ior and Ioc, and the noise spec-
tral density N0. The channels can be estimated, within
a positive multiplicative constant, by time-averaging
(s(1)

0 (n))∗r(n) and (s(2)
0 )∗r(n), and the average signal

correlation matrix can be estimated as the time-average
of r(n)rH (n). As a result, the complexity associated
with direct computation of the average MMSE chip
equalizer is not unreasonable.

3.2. SIR Expressions

Consider an arbitrary (time-varying) linear estimate
vH (n)r(n) used to estimate u(1)

1 (n) from the observa-
tion r(n). A standard performance measure for the es-
timator v(n) is the signal-to-interference ratio (SIR) of
the estimate vH (n)r(n), which is defined as the ratio of
the desired signal energy to the interference variance.
That is, for vH (n)r(n) the SIR is given by

SIR(n) ≡
∣∣Es

{
vH (n)r(n)

(
u(1)

1 (n)
)∗}∣∣2

Es{vH (n)r(n)rH (n)v} − ∣∣Es
{
vH (n)r(n)

(
u(1)

1 (n)
)∗}∣∣2 =

∣∣vH (n)µ(1)
1 (n)

∣∣2

vH (n)Θ(n)v(n) − ∣∣vH (n)µ(1)
1 (n)

∣∣2

where the expectations are taken over the user symbol
sequences, conditioned on user spreading sequences.
For the optimum time-varying chip equalizer in (7),
this expression simplifies to the following

SIRchip(n) =
(
µ(1)

1 (n)
)H

(Θ(n))−1µ(1)
1 (n)

1 − (
µ(1)

1 (n)
)H

(Θ(n))−1µ(1)
1 (n)

(11)

Note that the equalizer and, consequently, the SIR ex-
pression are time-varying. More specifically, the mean-
square energy, the noise variance, and the ratio of these
two quantities are periodic in the chip index n.

Consistent with the time-invariant structure of the
average MMSE chip equalizer in (8), we define a time-
invariant average SIR performance measure for this
equalizer as the ratio of the average desired signal en-
ergy to the average interference variance, where the av-
eraging is performed over the user spreading sequences
as well the user symbols. That is,

SIRchip ≡
∣∣(c̄(1)

1

)H
µ̄(1)

1

∣∣2(
c̄(1)

1

)HΘ̄c̄(1)
1 − ∣∣(c̄(1)

1

)H
µ̄(1)

1

∣∣2

= P (1)
1

(
h(1)

)HΘ̄
−1

h(1)

1 − P (1)
1

(
h(1)

)HΘ̄
−1

h(1)

4. Symbol-Level Implementation
of the Equalizer

The low complexity average MMSE equalizer (8) is
well suited for stationary channels, in which the equal-
izer parameters are time-invariant and a single set of
the equalizer coefficients can be precomputed and reap-
plied. In dynamic situations, where computation of the
equalizer coefficients in real time is not possible due
to complexity constraints, an adaptive implementation
of the equalizer is desirable. However, although time-
invariant, the average chip equalizer in (8) is not well
suited for adaptive implementation. An adaptive im-
plementation of the chip equalizer would adapt using
the pilot’s signal or the desired user’s signal, which,

for heavily loaded systems, are training signals with
a very low SIR. As described in [3], to resolve this
problem, the despreading operation can be directly in-
corporated into the equalization cost function, which
enables (i) adaptive implementation of the equalizer
using the training signal at a higher SIR, (ii) direct
estimation of the desired user’s symbols, rather than
chips. We refer to this approach as symbol-level equal-
ization. Hence, in contrast to the chip-level equalizers,
for which the objective is to estimate the chip sequence
for the user of interest, the objective of the symbol-
level equalizer is to directly estimate the symbols of
the user of interest. The basic functional diagram of
the symbol-level equalizer, shown in Fig. 2, is similar
to that of the chip equalizer. The distinction is that the
chip equalizer measures the equalization error at the
chip rate, prior to the despreader, whereas the symbol-
level equalizer measures the error after the despread-
ing and integration, at the symbol rate. Note that the
equalizer coefficients are fixed for the duration of the
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Figure 2. Conceptual diagram of the pre-despreading implementation of the symbol-level equalizer.

symbol period. In general, the equalizer coefficients
can be time-varying from symbol to symbol.

Two implementations of the symbol-level equalizer
are possible. In a conceptually simplified implementa-
tion shown in Fig. 2, the symbol-level equalizer pre-
cedes the despreading operation (pre-despreading im-
plemenation). The output of the equalizer is obtained
at the chip rate and despread to arrive at the symbol
estimate. For analytical purposes, it is convenient to
consider the post-despreading implementation of the
symbol level equalizer, where the despreading precedes
equalization. Post-despreading implementation of the
equalizer is shown in Fig. 3. As above, let the equalizer
consist of L1 + L2 + 1 chip-spaced taps. For the j-th
symbol of the desired user, b(1)

1 ( j N ), the equalizer in-
put is a vector of length L1 + L2 + 1 formed by corre-
lating the received sequence, {r(n)}, with the spread-
ing sequence of the user of interest, {s(1)

1 (n)}, over the
chip index interval [ j N , ( j + 1)N − 1], at each of the

Figure 3. Conceptual diagram of the post-despreading implementation of the symbol-level equalizer.

L1 + L2 + 1 tap positions within the span of the equal-
izer. Note that in this implementation, the equalizer is
applied once per symbol, and the output of the equal-
izer is at symbol rate. If the same set of the equalizer
coefficients is used for the pre- and post-despreading
implementations, the equalizer yields the same output
at symbol rate and, hence the MMSE solution for both
symbol-level implementations is the same. We proceed
with the post-despreading implementation to derive the
optimum symbol-level equalizer.

Let z(1)
1 ( j) denote the input vector to the equalizer

corresponding to the j-th symbol of the desired user.
As previously, the subscript denotes the user index and
the superscript denotes the serving base station. The
l-th element of this vector is given by

z(1)
1,l ( j) =

N−1∑
m=0

r( j N − L1 + l + m)
(
s(1)

1 ( j N + m)
)∗
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where 0 ≤ l ≤ L1 + L2. Using the matrix notation de-
fined in (3), vector z(1)

1 ( j) can be expressed in a compact
form as follows

z(1)
1 ( j) =

N−1∑
m=0

r( j N + m)
(
s(1)

1 ( j N + m)
)∗

= H(1)
N−1∑
m=0

u(1)( j N + m)
(
s(1)

1 ( j N + m)
)∗

+ H(2)
N−1∑
m=0

u(2)( j N + m)
(
s(1)

1 ( j N + m)
)∗

+
N−1∑
m=0

n( j N + m)
(
s(1)

1 ( j N + m)
)∗

(12)

Let p(1)
1 ( j) denote the MMSE symbol-level equal-

izer for symbol b(1)
1 ( j N ), which is given by

p(1)
1 ( j) = (

Es
{
z(1)

1 ( j)
(
z(1)

1 ( j)
)H})−1

×Es
{
z(1)

1 ( j)
(
b(1)

1 ( j N )
)∗}

≡ (
Γ(1)

1 ( j)
)−1

ν(1)
1 ( j) (13)

and where Γ(1)
1 ( j) and ν(1)

1 ( j) are defined implicitly.
The MMSE estimate of the desired symbol b(1)

1 ( j N )

is given by the inner product 〈p(1)
1 ( j), z(1)

1 ( j)〉. In gen-
eral, the MMSE equalizer is time-varying and depends
on both the user of interest and the particular sym-
bol to be estimated. From (13), the expressions for the
mean vector and the covariance matrix in (13) can be
derived, similarly to Eqs. (4–6). Although such deriva-
tion does not involve any conceptual difficulties, the
resulting expressions are quite involved and omitted
for conciseness.

A time-invariant average symbol-level equalizer is
obtained by performing averaging of the mean vector
ν(1)

1 ( j) and covariance matrix Γ(1)
1 ( j) in (13) over the

user spreading sequences. Thus, the average symbol-
level equalizer p̄(1)

1 is given by

p̄(1)
1 = (

E
{
Γ(1)

1 ( j)
})−1

E
{
ν(1)

1 ( j)
} ≡ (

Γ̄
(1)

1

)−1
ν̄(1)

1

(14)

Since the user spreading sequences are orthogonal
over a symbol period under the orthogonal spreading
model and non-orthogonal under the random spreading
model, the expression for the average covariance is dif-
ferent under the two spreading models. Nevertheless, as
with the chip-level equalizer, the average symbol-level
equalizer will be shown to be identical (within a non-

negative multiplicative factor) under the two spreading
models.

For the random spreading model, the average covari-
ance matrix in (14) is given by

Γ̄
(1)

1 = N
(
Ior H(1)

(
H(1)

)H + IocH(2)
(
H(2)

)H

+ N0IL1+L2+1
) + Rrandh(1)

(
h(1)

)H
(15)

where Rrand = (N 2 − N )P (1)
1 . For the orthogonal

spreading model, (15) needs to be modified to account
for the orthogonality of the user spreading sequences
over a symbol period. In particular, we obtain

Γ̄
(1)

1 = N
(
Ior H(1)

(
H(1)

)H + IocH(2)
(
H(2)

)H

+ N0IL1+L2+1
) + Rorthh(1)

(
h(1)

)H
(16)

where Rorth = N 2 P (1)
1 − N Ior . Hence, the covariance

matrices under the two spreading models differ only by
a rank one matrix. The mean vector is the same under
the two spreading models and is given by

ν̄(1)
1 = N

√
P (1)

1 h(1)

A key fact used in the derivation of (15) and (16) is
that, under both spreading models employed here,

E
{(

s(i)
k

)2} = 0

for all k and i (see (1)). Note that this property does not
hold for real spreading sequences.

From (15) and (16), and with the use of the matrix
inversion lemma [14], it can be shown that for both
spreading models

p̄(1)
1 = 1

N Ior

(
1 −

(
h(1)

)H (
Ω(1)

)−1
h(1)

1 + α
(
h(1)

)H (
Ω(1)

)−1
h(1)

)

× (
Ω(1)

)−1
ν̄(1)

1 (17)

where

Ω(1) = H(1)
(
H(1)

)H + Ioc

Ior
H(2)

(
H(2)

)H

− h(1)
(
h(1)

)H + N0

Ior
IL1+L2+1 (18)
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and

α = N
P (1)

1

Ior

for the orthogonal spreading model and

α = (N − 1)
P (1)

1

Ior
+ 1

for the random spreading model.

4.1. Adaptive Implementation

We note the following properties of the average
symbol-level equalizer:

1. The average symbol-level equalizer is the same,
within a positive multiplicative constant, for the ran-
dom and orthogonal spreading models.

2. Analogous to the average chip equalizer, within
a positive multiplicative constant, the average
symbol-level equalizer is the same for all users
transmitted from the same base station.

3. Under both spreading models, the average symbol-
level and chip-level equalizers are equal, within
a positive multiplicative constant. More generally,
the average symbol-level equalizer is the same
regardless of the number of chips combined in
the post-despreading implementation. This follows

Figure 4. Conceptual diagram of the adaptive symbol-level equalizer (predespreading implementation).

from (17) by noting that the equalizer is indepen-
dent, within a positive multiplicative constant, of
the processing factor N .

Properties two and three provide a great degree of
flexibility to the adaptive implementation of the aver-
age symbol-level MMSE equalizer. In particular, for
an IS-95-type CDMA system, property two enables the
equalizer to be trained using the pilot channel but to be
used on any traffic channel originating from the same
base station as the training pilot. This is especially de-
sirable for an IS-95-type system, where all base stations
transmit continuous pilots, in a sense providing perpet-
ual training sequence for the equalizer. A conceptual
diagram of the proposed adaptive equalizer using the
pilot for adaptation is shown in Fig. 4. To generate the
symbol-level decision statistic, the output of the equal-
izer is despread over N chips using the desired user’s
spreading sequence. To facilitate training, the chip-rate
output of the equalizer is despread over N1 chips and
compared with the pilot’s transmitted sequence (a se-
quence of +1’s for our system model). The difference
is then used as an error signal in standard adaptive al-
gorithms, such as LMS or RLS [15]. In this imple-
mentation then, the equalizer coefficients are adjusted
N/N1 times per symbol. By property three, the aver-
age symbol-level MMSE equalizer is independent of N
and N1. Hence N1 is a free parameter which provides
additional flexibility to the adaptive implementation.
In particular, it allows a trade-off between the speed of
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adaptation and the SIR of the training signal. In fast fad-
ing channels, it may be desirable to adapt the equalizer
multiple times per symbol which is accomplished by
setting N1 < N . However, this leads to a lower SIR in
the post-despread training signal. Conversely, in static
channels, it may be more appropriate to set N1 ≥ N .
Numerical simulations of the proposed symbol-level
adaptive equalizer in time-varying and static channel
conditions are presented in Section 5.

Finally, note that, unlike the matched filter receiver
and equalizers based on the exact computation of the
MMSE solution, the adaptive equalizer does not re-
quire any explicit estimation of channel parameters. In
particular, the adaptive equalizer requires only coarse
timing information in order to capture the energy from
the desired chip in its observation window. Provided
that the equalizer spans a sufficiently long observation
window, the equalizer is robust against timing uncer-
tainty and is capable of tracking timing variations.

4.2. Average SIR Expressions and Comparison
with RAKE Receiver

The instantaneous SIR attained by the optimum time-
varying symbol-level equalizer for the j-th symbol
of the desired user is given by (11) with Γ(1)

1 ( j) and
ν(1)

1 ( j) substituted in place of Θ(n) and µ(1)
1 (n). Fol-

lowing the definition of the average SIR for the average
chip equalizer, we define an average SIR for the average
symbol-level equalizer as follows

SIR
MMSE
symbol ≡

∣∣(p̄(1)
1

)H
ν̄(1)

1

∣∣2(
p̄(1)

1

)H Γ̄(1)
1 p̄(1)

1 − ∣∣(p̄(1)
1

)H
ν̄(1)

1

∣∣2

=
(
ν̄(1)

1

)H (
Γ̄(1)

1

)−1
ν̄(1)

1

1 − (
ν̄(1)

1

)H (
Γ̄(1)

1

)−1
ν̄(1)

1

(19)

where p̄(1)
1 is defined in (14). Consider now the av-

erage SIR of the RAKE receiver. RAKE reception is
a standard demodulation structure for direct sequence
systems operating in frequency selective channels. In
general, the RAKE receiver can be viewed as a filter
matched to the convolution of the chip waveform with
the channel, followed by the despreading operation.
For the discrete-time chip-synchronous channel model
adopted here, the matched filter for the transmission
from the first base station is simply the conjugate of
the channel h(1), which is a scalar multiple of the con-
jugate of the average mean vector ν̄(1)

1 . Substituting

ν̄(1)
1 for p̄(1)

1 in (19), the average SIR attained by the
RAKE receiver for the desired user is given by

SIR
RAKE
symbol =

(∥∥ν̄(1)
1

∥∥2)2

(
ν̄(1)

1

)H Γ̄
(1)

1 ν̄(1)
1 − (∥∥ν̄(1)

1

∥∥2)2

where ‖a‖2 = aH a. As is well known, linear MMSE
equalizers attain the highest SIR among all linear
receivers. In particular, it is always true that

SIR
MMSE
symbol ≥ SIR

RAKE
symbol

4.2.1. Comparison for Orthogonal Spreading
Sequences.
For the orthogonal spreading model, expressions for
the SIR

RAKE
symbol and SIR

MMSE
symbol can be simplified even fur-

ther by using the relationships

Γ̄
(1)

1 = N IorΩ(1) + N 2 P (1)
1 h(1)

(
h(1)

)H

and

ν̄(1)
1 = N

√
P (1)

1 h(1)

where Ω(1) is defined in (18). Performing the substitu-
tions and using the matrix inversion lemma, we obtain
for the orthogonal spreading model

SIR
MMSE,O
symbol = N

P (1)
1

Ior

(
h(1)

)H (
Ω(1)

)−1
h(1)

SIR
RAKE,O
symbol = N

P (1)
1

Ior

(∥∥h(1)
∥∥2)2(

h(1)
)HΩ(1)h(1)

Note that, by virtue of its definition, Ω(1) depends only
upon Ior , Ioc, noise power spectral density N0 and
the channels h(1), h(2). Hence, the average SIR perfor-
mance gain of the equalizer over the RAKE receiver,
defined as the ratio of the corresponding SIRs, is in-
dependent of the individual user parameters, such as
user power, and only depends upon the overall system
parameters: Ior , Ioc, N0 and the channels. Thus, even
in a heavily loaded system using orthogonal spreading
sequences in which the desired signal to interference
ratio is quite low, the gains achievable through the use
of the MMSE average symbol-level equalizer are not
diminished, unlike the case of single-user equalization
in which the MMSE and matched filter receivers co-
incide at low signal-to-noise ratios. This desirable fea-
ture is validated by the simulation results presented in
Section 5.



284 Frank, Visotsky and Madhow

4.2.2. Comparison for Random Spreading Sequences.
For random spreading sequences, using the correla-
tion matrix in (15), the corresponding SIR expressions
for the RAKE and the average symbol-level equalizer
become

SIR
MMSE,R
symbol = SIR

MMSE,O
symbol

1 + 1
N

(
Ior

P (1)
1

− 1
)

SIR
MMSE,O
symbol

SIR
RAKE,R
symbol = SIR

RAKE,O
symbol

1 + 1
N

(
Ior

P (1)
1

− 1
)

SIR
RAKE,O
symbol

where SIR
MMSE,O
symbol and SIR

MMSE,O
symbol are defined above.

From these expressions, it follows that

SIR
MMSE,R
symbol ≥ SIR

RAKE,R
symbol

SIR
MMSE,O
symbol ≥ SIR

M M SE,R
symbol

SIR
RAKE,O
symbol ≥ SIR

RAKE,R
symbol

Note also, that as P (1)
1 /Ior → 1, we have SIR

RAKE,R
symbol →

SIR
RAKE,O
symbol and SIR

MMSE,R
symbol → SIR

MMSE,O
symbol .

Consider now the SIR performance gain of the equal-
izer relative to the RAKE receiver, given by

SIR
MMSE,R
symbol

SIR
RAKE,R
symbol

=
SIR

MMSE,O
symbol

(
1 + 1

N

(
Ior

P (1)
1

− 1
)

SIR
RAKE,O
symbol

)
SIR

RAKE,O
symbol

(
1 + 1

N

(
Ior

P (1)
1

− 1
)

SIR
MMSE,O
symbol

)

From this expression, it is apparent that in this case
the SIR performance gain does depend upon the indi-
vidual user parameters through the quantity P (1)

1 /Ior .
Furthermore, it is easy to see that (i) the gain is a
monotonically increasing function of P (1)

1 /Ior for all
values of P (1)

1 /Ior (by definition 0 < P (1)
1 /Ior ≤ 1), (ii)

in the limit as P (1)
1 /Ior → 0, the gain converges to

unity. Hence, unlike the case of orthogonal spreading
sequences, the gain of the equalizer over the RAKE
receiver diminishes to unity as the desired signal to
interference ratio decreases when random spreading
sequences are used.

4.3. Suppression of Intra-Cell
and Other-Cell Interference

For reasons of practicality, only the finite-impulse
response MMSE receivers have been considered up
to this point. However, some useful insight can be
achieved by considering the form of the infinite-
impulse response (IIR) implementation of the MMSE
equalizer. Let H (1)(z) denote the z-transform of
the channel between the serving base station and
the desired mobile. Similarly, let H (2)(z) denote the
z-transform between the interfering base station and
the desired mobile. In general, the other-cell interfer-
ence spectral density, Ioc, and the channel, H (2)(z), can
be redefined to include the interference contribution of
additive white Gaussian noise of spectral density N0.
Given that the other-cell interference has been rede-
fined in this manner, the z-transform of the average
symbol level IIR MMSE equalizer for the DS-CDMA
forward link, for both orthogonal and random codes
can be shown to be given by(

H (1)(z−1)
)∗

H (1)(z)
(
H (1)(z−1)

)∗ + Ioc
Ior

H (2)(z)
(
H (2)(z−1)

)∗

(20)

Note that this equalizer is precisely the MMSE equal-
izer for a non-spread single-user system in which the
energy per symbol is unity, the channel between the
transmitter and the receiver is given by H (1)(z), and
the stationary additive interference has power spectrum

Ioc

Ior
H (2)(z)

(
H (2)(z−1)

)∗

Note that in the expression (20), the ratio of intra-cell
to other-cell interference, Ioc/Ior , takes the place of the
noise spectral density, N0, used in the standard single
user MMSE equalization result.

The asymptotic behavior of the average symbol-
level IIR MMSE equalizer provides insight into its in-
terference suppression capabilities. Specifically, note
that if the other-cell interference is dominant, and thus
Ioc/Ior � 1, the IIR MMSE equalizer becomes

Ior

Ioc

(
H (1)(z−1)

)∗

H (2)(z)
(
H (2)(z−1)

)∗

which is precisely the whitened-matched filter for
the single-user problem [15]. Thus, on the forward
link, the MMSE equalizer suppresses other-cell in-
terference by first whitening the interference with the
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filter 1/H (2)(z), and then filtering with matched filter
(H (1)(z−1))∗/(H (2)(z−1))∗. Note that if the other-cell
interference is white, so that H (2)(z) = 1, this interfer-
ence cannot be suppressed, and the IIR MMSE equal-
izer becomes the matched-filter receiver. For an envi-
ronment dominated by intra-cell interference, so that
Ioc/Ior � 1, the IIR MMSE equalizer becomes simply
the zero-forcing equalizer, given by

1

H (1)(z)

and inverts the channel between the serving base-
station and the desired user. By inverting the chan-
nel H (1)(z), for DS-CDMA systems with orthogonal
spreading sequences, the MMSE equalizer restores or-
thogonality of the spreading sequences and hence com-
pletely suppresses the intra-cell interference.

The FIR MMSE equalizer suppresses intra-cell and
other-cell interference in similar fashion. Beginning
with Eqs. (17) and (18), and using the matrix inver-
sion lemma, the average symbol-level equalizer under
both spreading models is given by (within a positive
multiplicative constant)

p̄(1)
1 =

(
H(1)

(
H(1)

)H + Ioc

Ior
H(2)

(
H(2)

)H

+ N0

Ior
IL1+L2+1

)−1

h(1)

In the region where the intra-cell interference is dom-
inant, so that Ioc/Ior � 1 and N0/Ior � 1, the MMSE
equalizer is well approximated by the minimum distor-
tion solution, given by

p̄(1)
1 = (

H(1)
(
H(1)

)H )−1
h(1)

Unlike the IIR equalizer, the chip-spaced FIR equalizer
does not have enough degrees of freedom to completely
invert the channel h(1). In general, this situation can be
remedied by perfoming fractionally spaced equaliza-
tion. In the region where non-white interference dom-
inates, i.e., Ioc/Ior � 1, Ioc/Ior � N0/Ior , the MMSE
equalizer becomes a whitened matched filter given by

p̄(1)
1 = (

H(2)
(
H(2)

)H )−1
h(1)

Note that if the other-cell channel h(2) is a one-path
channel, then the whitened matched filter becomes a
simple matched filter and no suppression of other-cell

interference is possible. Otherwise, the MMSE solution
performs suppression of other-cell interference through
the whitening operation. Finally, in the region where
white noise dominates the interference, the MMSE so-
lution is given by a simple matched filter, and suppres-
sion of other-cell interference is not possible. A nu-
merical example illustrating suppression of intra- and
other-cell interference can be found in the following
section.

5. Simulation Results

In this section, simulation results are presented for the
symbol-level receivers introduced in the previous sec-
tion. Our main interest lies with the performance of the
adaptive average symbol-level equalizer implemented
as shown in Fig. 4. The performance of both the RAKE
receiver, with perfect knowledge of all channel param-
eters, and the average symbol-level MMSE equalizer,
computed analytically according to the solution in (14)
with perfect knowledge of all channel parameters, is
shown for comparison. The performance of the adap-
tive receiver is shown only with the RLS adaptation
algorithm. The performance of the LMS adaption al-
gorithm was found not to provide any significant gain
over that of the RAKE receiver. This is to be expected,
since the LMS algorithm exhibits poor performance in
time-varying or noisy channels [15].

The orthogonal spreading model with processing
gain of N = 64 chips per symbol is assumed for the
desired base station. The desired cell is loaded with
twenty-two users: five equal-power desired users, the
pilot, and sixteen equal-power interferers. The pilot al-
location is twenty percent of Ior , while the power of the
desired users is a simulation parameter. The interferers’
and desired user’s powers are scaled so that Ior remains
constant. The numerical results are obtained by averag-
ing across the desired users. For all simulations Ior =
Ioc and N0 = 0. Interference due to the second base sta-
tion is simulated as white Gaussian noise of variance
Ioc filtered through the other cell channel h(2). For all
simulations, h(2) is fixed as a two path channel with
equal path gains and delay spread of one chip, so that

h(2) =
[

1√
2
,

1√
2

]T

(21)

For the desired base station, two multipath channels
are simulated. First, consider a relatively short chan-
nel (normalized for unit energy) with five multipath
components given by
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Figure 5. Static channel, Ior /Ioc = 1 (0 dB).

h(1) =
[

2√
11

,
1√
11

,
1√
11

,
1√
11

,
2√
11

]T

(22)

The length of the equalizer is twice the length of the
channel (ten taps in this case). Note that to be consistent
with the notation defined in (9), the channel needs to be
padded with zeros to be the same length as the equalizer.
For the simulations with fading, the channel gains in
h(1) are independently faded using the Rayleigh fading
model.

In Fig. 5, the uncoded bit error rate (BER) perfor-
mance of the three receivers is shown for a static h(1)

versus the ratio of the desired user’s symbol energy Es

to the total transmitted power in the desired cell Ior ,
where Es = NP(1)

1 . A forgetting factor of 0.98 is used
for the RLS algorithm and, since speed of adaptation
is not an issue for static channels, the RLS algorithm
is updated only once per symbol, i.e. N1 = N . Note
that the performance of the adaptive receiver is very
close to that of the analytical solution. Furthermore,
the adaptive receiver exhibits a significant gain over
the RAKE receiver. The gain is independent of the de-
sired user’s power, confirming our observation in the
previous section that the equalizer gain over the RAKE
receiver does not diminish in the region of low P (1)

1 /Ior .
In Figs. 6 and 7 performance of the three receivers is
shown in fading conditions for Doppler frequencies of

fD = 10 Hz and fD = 40 Hz, respectively. Comparing
the curves for the static and fading conditions, we note
that the performance gains of the adaptive and ana-
lytical solutions over the RAKE receiver diminish in
fading conditions. In Fig. 7, the performance of the
adaptive equalizer with adaptation at both the symbol
rate and four times the symbol rate is displayed. At
40 Hz Doppler frequency, the equalizer using symbol
rate adaptation does not provide any performance gain
over the RAKE receiver. However, adaptation at four
times the symbol rate significantly improves the equal-
izer tracking and results in performance gain over the
RAKE receiver in the region of large Es/Ior .

We now consider a longer channel for the desired
cell given by

h(1) =
[

2√
10

, 0,
1√
10

, 0, 0, 0, 0,
2√
10

,
1√
10

]T

.

(23)

Figures 8, 9, 10 display the performance of the three
receivers for h(1) in static conditions and fading condi-
tions at 10 Hz Doppler frequency and 40 Hz Doppler
frequency, respectively. For these simulations, the
equalizer has eighteen taps. In static conditions, both
adaptive and analytical solutions exhibit a significant
performance gain over the RAKE receiver. In compar-
ing Figs. 5 and 8, we note that on the longer channel,
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Figure 6. Fading channel: fD = 10 Hz (Normalized Doppler fD T = 5.2 × 10−4), Ior /Ioc = 1 (0 dB).

Figure 7. Fading channel: fD = 40 Hz (Normalized Doppler fD T = 4.1 × 10−3), Ior /Ioc = 1 (0 dB).

the gap between the adaptive and analytical solutions
is more pronounced, and this suggests that the steady-
state performance of the adaptive algorithm is sensi-
tive to the number of equalizer taps. The observations
made based on the fading simulations in Figs. 6 and

7 are further validated by Figs. 9 and 10. In particu-
lar, we note that updating the equalizer taps multiple
times per symbol helps the tracking performance of
the adaptive solution. Nevertheless, the large gap be-
tween the analytical and adaptive solutions, as seen in
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Figure 8. Static channel, Ior /Ioc = 1 (0 dB).

Figure 9. Fading channel: fD = 10 Hz (Normalized Doppler fD T = 5.2 × 10−4), Ior /Ioc = 1 (0 dB).

Fig. 10, underscores the need for the design of adaptive
algorithms which track more accurately.

5.1. Suppression of Intra-Cell
and Other-Cell Interference

In Fig. 11, analytical expression for the SIR perfor-
mance gain of the equalizer over the RAKE receiver is

plotted as a function of Ior/Ioc for orthogonal spreading
sequences and channels as above in static conditions.
As derived in Section 4.2.1, the gain is given by

SIR
MMSE,O
symbol

SIR
RAKE,O
symbol

=
(
h(1)

)H (
Ω(1)

)−1
h(1)

(
h(1)

)HΩ(1)h(1)(∥∥h(1)
∥∥2)2
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Figure 10. Fading channel: fD = 40 Hz (Normalized Doppler fD T = 4.1 × 10−3), Ior /Ioc = 1 (0 dB).

Figure 11. SIR performance gain of the MMSE receiver over the RAKE receiver. Channels 1 and 2 for the desired cell are given by (22) and
(23). Other-cell channel is given by (21).

In order to see the limiting performance of the equal-
izer as the number of taps grows large, we consider
an example in which the equalizer has 100 taps. From
Fig. 11, it is apparent that the equalizer offers a signifi-

cant performance gain in SIR over the RAKE receiver
over the entire range of interest of Ior/Ioc. In this ex-
ample, the largest gains occur if either the other-cell
interference or the intra-cell interference is dominant.
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6. Conclusions

Linear MMSE equalization at the mobile can signifi-
cantly improve the performance of DS-CDMA systems
that assign orthogonal codes to the users on the forward
link. The MMSE equalizer suppresses intra-cell inter-
ference introduced by a multipath channel by inverting
the channel and restoring code orthogonality. The lin-
ear MMSE equalizer can suppress interference from
other-cells by whitening the interference. The benefits
of other-cell interference suppression apply to CDMA
systems with both orthogonal codes and random codes.
Other-cell interference is often non-white because the
interference from each base station can be modeled
as the output of a white source that has been filtered
by the channel between the base station and the sub-
scriber. For mobiles in environments dominated by
other-cell interference, the MMSE equalizer becomes
a whitened-matched filter.

Typically, direct implementation of the MMSE
equalizer requires knowledge of the channel between
the base-station and the mobile, the covariance of
the other-cell interference, and the relative strengths
of the intra-cell and other-cell interference. Further-
more, given this information, calculation of the MMSE
equalizer is a computationally difficult task. This pa-
per introduces a practical adaptive implementation of
the MMSE equalizer for the DS-CDMA forward link,
which adapts using the pilot code already present in
commercial DS-CDMA systems such as IS-95 and its
derivatives. The basic version of the adaptation algo-
rithm presented here and introduced in [3] updates at
the symbol rate and measures the pilot error after the
received signal has been despread and correlated with
the pilot code. In general, chip-rate adaptation of the
MMSE equalizer will not perform adequately because
the signal-to-noise ratio of the pilot signal prior to de-
spreading and correlation with the pilot code is typi-
cally very low.
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