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Abstract—The bidirectional arbitrated decision-feedback
equalizer (BAD), which has bit-error rate performance between
a decision-feedback equalizer (DFE) and maximum a posteriori
(MAP) detection, is presented. The computational complexity
of the BAD algorithm is linear in the channel length, which is
the same as that of the DFE, and significantly lower than the
exponential complexity of the MAP detector. While the relative
performance of BAD to those of the DFE and the MAP detector
depends on the specific channel model, for an error probability of
10

2, the performance of BAD is typically 1–2 dB better than that
of the DFE, and within 1 dB of the performance of MAP detection.

Index Terms—Arbiter, decision-feedback equalizers (DFEs),
digital communications, equalizers, multipath channels, time-
reversal diversity.

I. INTRODUCTION

THE computational complexity of optimum equalization of
an intersymbol interference (ISI) channel is prohibitive

for many applications, growing as , where is the al-
phabet size and the channel length [1], [2]. As a result, many
suboptimal equalization techniques have been proposed. Per-
haps the most popular is the decision-feedback equalizer (DFE)
[3], which has complexity linear in filter length (typically pro-
portional to ) and independent of . For typical channels at
modest bit-error rates (BER), the performance of the DFE is
about 2–3 dB away from optimal maximum a posteriori (MAP)
or maximum-likelihood (ML) performance. The bidirectional
arbitrated DFE (BAD) proposed in this letter closes this gap to
about 1 dB, while incurring complexity on the same order as
that of the DFE.

The principle behind ML or MAP detection is to choose,
from among all possible candidate data sequences, the one that
best explains the received sequence. In the BAD algorithm, we
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drastically reduce the number of candidate sequences and arbi-
trate among them based on which candidate best explains the
received sequence in a window around the symbol of interest.
The two candidate sequences employed in the BAD algorithm
are generated by running both a forward and a reverse DFE over
a full block of data.

Bidirectional DFE processing has been previously proposed
in [4] and [5], using an arbitration mechanism significantly dif-
ferent than the one we consider. In [4] and [5], the mean-squared
error (MSE) between the input and output of the DFE decision
device is used as the criterion to choose between the results of
forward and reverse processing. The MSE criterion is applied
to an entire frame of data. In contrast to the preceding global
MSE criterion, the arbitration mechanism in BAD can be in-
terpreted as a local MAP decision between two candidate se-
quences, since each decision is based only on a window around
the bit of interest. Another related class of suboptimum equal-
izers is that of reduced state sequence estimation [6], [7], or de-
layed decision feedback [8]. These techniques, which use the
DFE to navigate a pruned trellis, approximate ML equalization
to varying degrees, but unlike BAD, they require complexity per
demodulated symbol that is exponential in the length of the trun-
cated channel.

We compare the simulated performance of BAD with that of
the DFE and of MAP detection. While BAD is of primary in-
terest in applications with large symbol alphabets and/or long
channels, for which ML and MAP detection are infeasible,
many of our simulation results are for binary phase-shift keying
(BPSK) transmission over channels of moderate lengths, in
order to enable comparison with BER optimal equalization.
We do demonstrate, however, that BAD gives similar per-
formance gains over the DFE for 8-ary phase-shift keying
(8-PSK) constellations as well. We consider postequalization
error probabilities of to for these simulation-based
comparisons, since, depending on the strength of the error-cor-
rection code used, this is often a range of great practical in-
terest.

This paper is organized as follows. Section II describes the
standard equalization problem, the DFE, the BAD algorithm,
and the computational complexity of various equalization
schemes. Section III provides numerical results for stationary
and fading channels. Section IV summarizes our conclusions.

II. SYSTEM MODEL AND ALGORITHM

Consider linear modulation over a real baseband, dis-
crete-time, symbol-spaced channel corrupted by additive white
Gaussian noise (AWGN). The transmitted frame of data is
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TABLE I
BAD

denoted by . The channel output at time is
given by

(1)

where is the channel impulse
response (CIR), and is AWGN. The channel is assumed
to be time-invariant for the duration of the data sequence. It is
assumed that the noise variance and the CIR are known to
the receiver. While the preceding model is used for simplicity of
exposition, the BAD algorithm applies in general to any setting
in which the classical DFE can be employed. For example, it
applies to complex baseband, fractionally spaced channels with
complex symbol alphabets and colored noise.

A. The Classical DFE

The classical DFE consists of a feedforward filter , which
takes the received data as input and linearly suppresses
precursor ISI, and a feedback filter , which takes as input
hard decisions on past symbols, and subtracts the estimated
postcursor ISI from the output of the feedforward filter.

For implementation of the standard DFE and the BAD algo-
rithm, we consider the minimum mean-squared error (MMSE)
DFE, for which the filter coefficients and are computed to
minimize the MSE between the input and output of the decision
device. In our numerical results, we assume that the number of
feedback coefficients equals the number of past symbols falling
in the observation interval. In practice, fewer feedback taps may
be used if the channel length is long, relying on the feedforward
filter to suppress both the future symbols and a subset of the past
symbols.

B. The BAD Algorithm

The BAD algorithm, which is summarized in Table I, has
three stages: 1) bidirectional processing with MMSE-DFEs;

TABLE II
COMPUTATIONAL COMPLEXITY OF EQUALIZATION METHODS

2) data reconstruction; and 3) symbol arbitration. The bidi-
rectional-processing stage involves processing the received
sequence with a standard DFE, and processing the time reversal
of the received sequence with a DFE designed for the time
reversal of the channel. In this manner, two estimates of the
transmitted block of data are produced. In the reconstruction
stage, each estimate of the transmitted data block is convolved
with the channel response to form a noise-free estimate of the
received sequence.

If the two estimates of a particular symbol do not agree, ar-
bitration between the estimates must be employed. In the final
stage, the BAD algorithm arbitrates between symbol decisions
to produce final estimates of the data. The arbitration criterion
is the quality of the local match (in a window around the bit
of interest) produced with the received sequence. The arbitrated
symbol estimate is the one for which the received sequence es-
timate is closest in Euclidean distance to the true received se-
quence. Ties are of zero probability, and can be handled by en-
larging the arbitration window until the metrics differ.

At modest signal-to-noise ratio (SNR) levels, one of the most
significant contributors to the differences in performance be-
tween the DFE and ML detection is error propagation. The BAD
algorithm reduces the effects of error propagation by arbitrating
between candidate sequences with low error correlation. The
two estimates and can differ substantially, providing
diversity that is exploited by the BAD algorithm. By having two
opportunities to avoid error propagation, we essentially require
two error-propagation events to ensue for BAD to have an error,
while the standard DFE requires only one. This gives rise to a
nearly 3 dB improvement in performance. More elaborate anal-
ysis can provide additional insight into the mechanisms that in-
duce errors at high SNR [9].

C. Computational Complexity

Table II gives the computational complexity of the BAD algo-
rithm along with the complexity of the MMSE-DFE and MAP
detection. is the length of the feedforward filter, the
length of the feedback filter, the length of the channel, the
length of the arbitration window, the length of the data se-
quence, and the size of the symbol alphabet. The table clearly
illustrates that for larger channel lengths and constellation sizes,
BAD complexity is only slightly greater than MMSE-DFE com-
plexity, and far smaller than MAP complexity. Note that the
complexity of the BAD algorithm is a linear function of the filter
order, channel length, and arbitration window size. Simulation
results show that increasing , , and generally results
in lower BER. Hence, in seeking to minimize complexity, one
must balance the competing concern of performance.
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Fig. 1. Performance of the BAD algorithm on a symmetric channel. Shown for
comparison are the linear MMSE equalizer, forward/reverse MMSE-DFE, and
optimal MAP equalizer performances. Channel:H (z); filter orders:K =
15; K = 9; window size:W = 15; simulation size: 2000 packets of 500 bits
each.

It should be noted that all three equalization schemes con-
sidered require knowledge of the channel over which data is
transmitted, and hence, will incur the additional complexity (not
included in the table) required to perform channel estimation.

III. SIMULATION RESULTS

In Section III-A–III-C, we consider BPSK modulation in
order to compare BAD with both DFE and MAP in a variety
of settings. However, in Section III-D, we provide simulations
for 8-PSK that confirm that BAD provides similar performance
gains over the DFE for larger constellations, as well. We plot
the BER versus , where is the energy per transmitted
bit, and the AWGN has variance . For simulations
over fading channels, we plot the BER versus average .
For the BPSK simulations, we use 2000 packets, each of length
500 symbols, for each point on the curve. For the 8-PSK sim-
ulations in Section III-D, it is necessary to use 20 000 packets
per simulation point to obtain a smooth curve. Unless otherwise
specified, the length of the arbitration window for simulation
of the BAD algorithm is , and the orders of the DFE
filters are 15 for the feedforward and 9 for the feedback.

A. Stationary Channel Simulations

The simulations presented in Figs. 1 and 2 consider two chan-
nels: a symmetric channel , and a maximum-phase
channel, , both given below

(2)

(3)

Fig. 2. Performance of the BAD algorithm on a maximum-phase channel.
Shown for comparison are the linear MMSE equalizer, forward/reverse
MMSE-DFE, and optimal MAP equalizer performances. Channel: H (z);
filter orders: K = 15;K = 9; window size: W = 15; simulation size:
2000 packets of 500 bits each.

Fig. 1 compares the performance of several equalization
methods on , which nearly contains a spectral null.
Linear equalizers typically perform poorly on such channels
due to noise enhancement, and indeed, the BER achieved by
the linear MMSE equalizer is high (approximately ) and
nearly flat over the range of SNR considered. The forward and
reverse DFE processors yield identical performance, which can
be attributed to the symmetry of the channel. As Fig. 1 shows,
the BAD algorithm improves upon the performance of the DFE
by approximately 2 dB, and is within about 1 dB of the optimal
MAP performance.

The maximum-phase channel , obtained by rear-
ranging the taps of the symmetric channel, was selected for the
difficulty it presents to causal equalization methods. The ideal
zero-forcing equalization filter, , has poles outside the
unit circle, and hence, an impulse response that is anticausal
and infinite in length. If equalization is limited to finite-length
designs, may be only roughly approximated. As dis-
cussed in [5], bidirectional processing is particularly beneficial
in such a scenario, because the reverse processor sees a min-
imum-phase channel. The performance of various equalizers
on the maximum-phase channel is shown in Fig. 2. The linear
MMSE equalizer shows a greater improvement with increasing
SNR in this case, but the DFE still gives significantly better per-
formance. As expected, the reverse DFE performance is slightly
better than that of the forward DFE. For the maximum-phase
channel, the BAD algorithm performs at least 1 dB better than
the reverse DFE, and within 0.5 dB of the MAP detector.

B. Multipath Fading Channel Simulations

A multipath fading channel was chosen to simu-
late practical performance in a time-varying environment. The
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TABLE III
MULTIPATH FADING CHANNEL SIMULATION PARAMETERS

Fig. 3. Multipath fading channel performance of the BAD algorithm. Shown
for comparison are the forward/reverse MMSE-DFE and optimal MAP
equalizer performances. Channel: H (z); filter orders: K = 7; K = 6;
window size: W = 7; simulation size: 6760 packets of 500 bits each. See
Table III for parameters used in generating H (z).

unique difficulty of a fading channel is that its response may
vary in time from minimum to maximum phase, and may also
enter a deep fade. For the simulations presented here, the enve-
lope of each individual multipath component varies according
to a Rayleigh distribution. The rate of fading is assumed to be
slow enough that the channel response may be considered con-
stant over the duration of one packet. The parameters used in
generating the multipath fading channel are shown in Table III.
Fig. 3 shows the performance of the forward DFE, reverse DFE,
BAD algorithm, and optimal MAP equalizer on the multipath
fading channel. At BER , the BAD algorithm per-
forms approximately 2 dB better than the forward MMSE-DFE
and 1 dB worse than MAP detection. These results are represen-
tative of the performance gains that may be expected in wireless
applications with multipath when significant ISI is present.

C. Effect of Parameter Variation on Performance

Variation of the DFE filter order and arbitration window
length can have a dramatic impact on the performance of

Fig. 4. BAD algorithm performance for 8-PSK modulation. Shown for
comparison are performances of the forward MMSE-DFE and the forward
MMSE-DFE with error propagation artificially removed. Channel: H (z);
filter orders: K = 15;K = 9; window size: W = 15; simulation size:
20 000 packets of 480 symbols each.

the BAD algorithm. This impact is most readily seen on a
maximum-phase channel, such as . Results show that
forward DFE performance improves substantially as filter order
is increased from 5 to 15 for the feedforward filter, and from 4
to 9 for the feedback filter. However, the reverse DFE, whose
filter coefficients were chosen to equalize the minimum-phase
channel , shows no performance improvement
over this range of filter orders. This is dominated by the substan-
tial difference in the unconstrained-complexity MMSE-DFEs
(forward and reverse). The BAD algorithm shows performance
improvement that, while less than that of the forward DFE,
is nevertheless significant. Another strategy for improving the
performance of the BAD algorithm is to increase the arbitration
window size. Results show that variation in window size has a
noticeable effect on performance for window lengths similar to
the length of the channel, but improvement becomes marginal
as window size increases beyond for the five-tap
channel .

D. 8-PSK Modulation

Figs. 1–3 have shown the performance of the BAD algo-
rithm over a variety of channels when BPSK modulation is
employed. To demonstrate that the performance gains of BAD
over the DFE hold for larger constellations, results of an 8-PSK
simulation are shown in Fig. 4. A MAP equalizer was not
included in this simulation because of the high complexity of
the Bahl–Cocke–Jelinek–Raviv (BCJR) algorithm for larger
constellation sizes. Comparing Fig. 4 with Fig. 1, we see that
while the performance curves are translated to the right due to
the lower power efficiency of 8-PSK, the gains of BAD over
the DFE are roughly the same in both cases.
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IV. CONCLUSION

We have presented a new algorithm for arbitrating between
the symbol estimates generated by forward and reverse DFEs.
The BAD algorithm makes each symbol decision by deter-
mining which DFE output sequence best explains the sequence
received from the channel locally around the symbol of interest.
This arbitration mechanism exploits the different error distribu-
tions at the outputs of the forward and reverse DFEs. Simulation
results show that the BAD algorithm outperforms the DFE by
1–2 dB, and is within 1 dB of optimal MAP performance for a
variety of channels.
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