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Abstract—We consider uplink multi-user reception for a mmWave picocell with a large number of base station antennas and a proportionally large number of users. Receiver complexity can become a bottleneck for scaling such a system, necessitating development of more computationally efficient algorithms. Due to the spatial sparsity of mmWave channels, transforming the received signal into beamspace concentrates the power of each user into a small number of dimensions. Our prior work takes advantage of this fact to develop a local LMMSE estimator that relies on a small window of the beamspace signal for demodulating each user’s signal. In this paper, we propose to layer nonlinear interference cancellation on top of the local LMMSE receiver: while most interference is suppressed linearly by the local LMMSE receiver, for each user, a small number of strongly interfering users are handled by interference cancellation after suitably whitening the local LMMSE output. The method provides reliable demodulation at higher load factor (defined as number of users divided by the number of antennas) than enabled by linear interference suppression alone, at order of magnitude lower complexity than standard interference cancellation.
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I. INTRODUCTION

As millimeter wave (mmWave) technology advances, fully-digital front ends are becoming feasible, allowing massive base station arrays to communicate with tens or hundreds of users simultaneously using multiuser MIMO. We investigate here how to address the bottleneck in receiver complexity as the system grows in the number of array elements, \( N \) and number of simultaneous users, \( K \), fixing the load factor \( \beta = \frac{K}{N} \). For sparse mmWave channels, our prior work shows that it is possible to exploit the concentration of each user’s energy in beamspace (i.e., after taking the discrete Fourier transform across antennas) for linear interference suppression. Specifically, we show in [1] that effective linear interference suppression is provided by the “local LMMSE” receiver which demodulates each user from a small window of the signal vector in beamspace. The required size of the window depends on the load factor and the minimum user separation, but does not scale with \( N \). In this paper, we show that low-complexity nonlinear interference cancellation can be layered on top of such a local LMMSE receiver, enabling reliable demodulation at higher load factors.

The key idea is as follows. For any given “desired” user, the local LMMSE receiver effectively suppresses most of the interference except for a small number of users which are “nearby” (in beamspace). Therefore, the output of the local LMMSE receiver can be treated as a virtual MIMO system with a small number of users and colored noise. After noise whitening, we apply interference cancellation to this smaller system to enhance the reliability of demodulation for the desired user. We apply this second stage of interference cancellation for each user separately. The parameters of our approach are the size of the window used for local LMMSE reception in beamspace, and the maximum number of interferers cancelled for each user in the second stage. Our approach retains the gains in computational efficiency obtained from the sparsity of the mmWave channel, while allowing us to push the system to higher load factors than is possible with linear interference suppression.

Related Work: Multiuser detection (MUD) for MIMO has a rich history [2], with many recent works focussing on complexity reduction motivated by massive MIMO. Matrix inversion in high dimensions is a bottleneck for linear interference suppression, and proposed complexity reduction techniques include Newton iteration [3], Neumann series expansion (NSE) [4], the Gauss-Seidel method [5], [6], and Cholesky decomposition [7]. The correlation structure of the matrix can be further exploited to reduce complexity. For example, [8] exploits a tridiagonal structure for the Wishart matrix in a VLSI implementation. Complexity reduction techniques for nonlinear MUD include [9], wherein a sphere decoder is selectively applied by leveraging a linear detector, and [10], where approximate message passing is applied to reduce sphere decoding complexity. A survey of massive MIMO detection techniques can be found in [11]. Unfortunately, these and other existing techniques are not easily scaled up to the system sizes that we consider here.

In our prior work [1], we show that, as long as we pay the \( O(N \log N) \) price of a spatial fast Fourier transform (FFT), linear interference suppression for each user can be accomplished at complexity that does not scale with system size, assuming that the mmWave channel is concentrated in beamspace. In the present paper, we show that similar conclusions hold for nonlinear multiuser detection as well, enabling us to push the system load factor further up without sacrificing link reliability.

Notation: We use lowercase bold letters for vectors, and uppercase bold letters for matrices. The notation \( \mathbf{x} = [x_i]_{i=1}^J \) represents column vector \( \mathbf{x} \) of length \( J \) and its elements are denoted by \( x_i \). For a matrix, we use \( \mathbf{X} = [x_{i,j}]_{i=1,j=1}^{I,J} \) a list of \( K \) scalars, vectors or matrices. The identity matrix is denoted by \( \mathbf{I} \) and \( \mathbf{0}^M \) is a column vector which consists of \( M \) zeros.

II. SYSTEM MODEL

We consider the uplink MIMO system depicted in Fig. 1 (a). The base station employs a linear array with \( N \) elements to simultaneously serve \( K = \beta N \) mobile users, where \( \beta \) is the system load factor. Each mobile transmits a single data
stream and uses an antenna array to perform ideal transmit beamforming towards the base station.

**Channel Model:** We assume that a single path dominates the channel between the base station and any mobile. Such a model is well suited for mmWave channels as it has been experimentally validated in a typical university campus at 60 GHz [12]. Therefore, the channel matrix is of the form

\[ H = [h_1 h_2 \ldots h_K], \]

where \( h_k \) is the \( N \times 1 \) spatial channel for the \( k \)-th mobile, \( h_k = \alpha_k [e^{j\Omega_1} e^{j2\Omega_2} \ldots e^{j(N-1)\Omega_k}]^T. \)

Here, \( \Omega_k \) is the spatial frequency (corresponding to the angle of arrival) and \( \alpha_k \) is the complex channel amplitude of the path of user \( k \).

The single path channel has a concentrated structure in the discrete spatial frequency domain, or “beamspace”, as shown for a typical example in Fig. 1 (b). We define the beamspace channel matrix as \( H = [h_1 \ldots h_K] \), where \( h_k = DFT(h_k) \) and \( DFT(.) \) is the discrete Fourier transform (DFT) operator.

The received signal vector in the original spatial domain is given by \( y = Hx + n \), where \( x \) is the \( K \times 1 \) vector of users’ symbols, \( E(|x_k|^2) = 1 \), and \( n \sim \mathcal{CN}(0, \sigma^2 I) \) is additive white Gaussian noise (AWGN). By taking the DFT of this vector, we obtain the beamspace signal vector, \( \tilde{y} = \tilde{H}x + \tilde{n} \), where \( \tilde{n} = DFT(n) \sim \mathcal{CN}(0, \sigma^2 I) \). Our goal is to perform MUD by estimating the transmitted symbol vector, \( x \), from this beamspace signal, which is a sufficient statistic for estimating \( x \). We describe in the following section some conventional approaches for MUD.

### III. CONVENTIONAL MIMO DETECTORS

In this paper, we assume that channel estimation is error-free and focus our discussion on the MUD, which consists of two blocks: a preprocessor and a demodulator. Based on the estimated channel matrix and noise variance, the preprocessor provides the demodulator with filters and parameters required to decode users’ symbols from the received signal vector. Conventional multiuser reception techniques include the following.

**LMMSE** reception is the optimal linear MUD method. It provides the best combination of zero-forcing interference suppression and matched filtering which are optimal at high and low SNR, respectively. The LMMSE beamformer estimates the vector of transmitted symbols as \( \hat{x} = W\tilde{y} \), with the optimal receive matrix, \( W \), which is computed by the preprocessor based on channel state information as

\[ W = H^H(HH^H + \sigma^2 I)^{-1} = (H^H + \sigma^2 I)^{-1}H^H. \]

It should be noted that the second equality is more computationally efficient to calculate as it requires inverting a smaller matrix (since \( K \leq N \)). The computational complexity of LMMSE is \( O(\beta N^3) \) for beamforming and \( O(\beta^2 N^3) \) for computing \( W \), which does not scale well with the number of antennas. Furthermore, even though it provides near-optimal performance in low-loaded systems, its performance diminishes once the load factor, \( \beta \), exceeds \( \frac{1}{2} \), especially when the near-far power disparity is large or some channels are very close in spatial frequency. In these conditions, nonlinear techniques can provide significant performance gains.

**Interference cancellation** (IC) is the most intuitive and well-known nonlinear MUD method. After decoding a user's digital symbol, this receiver calculates the interference of that user on other channels and subtracts it from the original observations before a second demodulation. This can be done successively (SIC) [13], starting from the strongest user to the weakest, or in parallel (PIC) [14]. The former is advantageous in terms of performance, especially when variation in channel strength is large among users, but entails higher delay and is not easily parallelizable. An efficient implementation of SIC is the V-BLAST algorithm that admits a complexity of \( O(N^3) \) [15].

In the next section, we describe our proposed MUD which combines linear techniques in beamspace with nonlinear interference cancellation to provide a scalable receiver design.

### IV. SCALABLE NONLINEAR MULTIUSER DETECTION

The beamspace local LMMSE receiver developed in our prior work [1] takes advantage of channel concentration in spatial frequency domain to perform linear estimation of each user’s symbol using a small window of the beamspace signal vector, \( \tilde{y} \). This windowing approach significantly reduces the computational burden of the linear detector; however, the limited dimensionality of observations limits its interference suppression capability, and linear techniques, in general, are very suboptimal at high load factor or when trying to detect users that are close in spatial frequency and have highly correlated channels. Nonlinear techniques are effective in these cases, but their complexity can become a bottleneck for massive MIMO systems. To facilitate a scalable nonlinear detector, we augment the beamspace local LMMSE receiver with a user-centric virtual MIMO system that models the cross-interaction of nearby neighbors in beamspace. Nonlinear detection is possible on this smaller virtual system, especially as the number of significant interferers for any given user remains relatively constant as the system is scaled up in size. In this section, we describe the stages of this proposed approach and determine the computational complexity of each stage.

#### A. Local LMMSE

The initial local LMMSE stage (summarized in Algorithm 1) carries out a lightweight linear estimation of users’ symbols by transferring the received signal vector to beamspace via an FFT operation, and then limiting the observation window used for the \( m \)-th user to a small number (\( W_1 \)) of FFT bins around the \( m \)-th user’s spatial frequency. This window is chosen for each user such that the resulting mean squared error (MSE) is minimized, as described in Algorithm 1. Using these limited
dimensions, the local LMMSE receiver suppresses interference produced by other users via linear projection, and provides the local LMMSE estimate,

\[ \hat{x}_m = w_m^H \tilde{y}, \]

where \( w_m \) is the local LMMSE filter for the \( m \)th user (obtained by Algorithm 1) which contains \( W_1 \) nonzero entries. It is worth noting that there are only \( W_1 \) nonzero complex multiplication operations in (1). The estimates \( \{ \hat{x}_k \}_{k=1}^K \) serve as observations for the next stage of processing.

**B. User-centric whitened virtual MIMO**

In the second stage, we create a small virtual MIMO system in order to obtain a better estimate of its symbol as follows. The virtual MIMO system for user \( m \) is obtained by taking the set of \( W_2 - 1 \) nearest users (in beamspace) and forming the set \( J_m \) of users, as shown in Fig. 2. The measurement vector for this system is denoted as

\[ z_m = [\tilde{x}_k]_{k \in J_m} = \tilde{W}_m^H (\tilde{H} x + \tilde{n}) = \tilde{W}_m^H \tilde{H}_{J_m} x_{J_m} + \tilde{W}_m^H (\tilde{H}_{\bar{J}_m} x_{\bar{J}_m} + \tilde{n}), \]

where \( \tilde{W}_m = [w_k]_{k \in J_m}, \tilde{H}_{J_m} = [h_k]_{k \in J_m}, \tilde{H}_{\bar{J}_m} = [\tilde{h}_k]_{k \in \bar{J}_m}, x_{J_m} = [x_k]_{k \in J_m}, \) and \( x_{\bar{J}_m} = [x_k]_{k \in \bar{J}_m} \). We treat the interference from users that are not in \( J_m \) as noise, and compute the overall noise covariance matrix of (2) as

\[ \Sigma_m = E[\tilde{x}_m \tilde{x}_m^H] = \tilde{W}_m^H (\tilde{H}_{J_m} \tilde{H}_{J_m}^H + \sigma^2 I) \tilde{W}_m. \]

Since the FFT taps used for different users in \( J_m \) are likely to overlap, this distortion is “colored”. We whiten each virtual MIMO system by computing

\[ \tilde{z}_m = \Sigma_m^{-1/2} z_m. \]

The whitening filter can be computed efficiently using a Cholesky decomposition [16]. This yields the following model for the \( m \)th whitened virtual MIMO system:

\[ \tilde{z}_m = A_m x_{J_m} + n_m, \]

where the effective channel seen by the users in \( J_m \) becomes

\[ A_m = \Sigma_m^{-1/2} B_m, \]

and the “noise” (which includes interference due to users in \( \bar{J}_m \)) in the virtual MIMO system is white: \( n_m \sim C_N(0, I) \).

**C. Nonlinear MUD for the virtual MIMO systems**

We may now apply any nonlinear MUD to the \( W_2 \)-dimensional virtual MIMO system centered at user \( m \) to get an estimate of its symbol, \( \hat{x}_m \). We report results for LMMSE-SIC operating on each virtual MIMO system. For simplicity, we describe it for a generic whitened virtual MIMO system of the form:

\[ \tilde{z} = Ax + n, \]

where we drop the subscripts from (4), and number the users from 1 to \( W_2 \).

The SIC demodulator consists of \( W_2 \) successive stages. In the first stage, it receives the observation vector \( \tilde{z} \) and linearly projects it onto \( v_1 \) (see the description of the preprocessing in Algorithm 2) to decode user \( \ell_1 \)'s symbol, i.e., \( \tilde{x}_{\ell_1} = v_1^H \tilde{z} \). Then, using a constellation demapper, the demodulator retrieves the original constellation symbol \( \tilde{x}_{\ell_1} \) from the estimate \( \tilde{x}_{\ell_1} \). The SIC then subtracts its effect from the observation vector to get \( \tilde{z}^{(1)} = \tilde{z} - [A_1 \tilde{x}_{\ell_1}] W_2 \tilde{x}_{\ell_1} \). In the next step, the same process is applied on \( \tilde{z}^{(1)} \) to decode user \( \ell_2 \)'s symbol, and so on.

The nonlinear demodulator needs the order of users \( \mathcal{L} = \{ \ell_k \}_{k=1}^{W_2} \) and the projection vectors \( \mathcal{V} = \{v_k\}_{k=1}^{W_2} \) from the preprocessing step. As shown in algorithm 2, preprocessing starts by computing the MSE of each user’s estimate (step 3), picks the user with the highest SINR (step 4) and computes its projection vector (step 5-6). It then removes that user’s channel vector from the channel matrix \( A \) (step 8). The acquisition repeats this procedure \( W_2 \) times until it completely computes \( \mathcal{L} \) and \( \mathcal{V} \).

**D. Computational complexity**

Algorithm 1 describes the preprocessing stage of the local LMMSE block. The algorithm starts with computing the covariance matrix \( HH^H + \sigma^2 I \) (step 1), and then searches for the location of the optimum observation window to minimize the MSE for each user (steps 2-7). The algorithm then forms the local LMMSE projection vector (steps 8-9).

The complexity of the local LMMSE beamformer is \( O(W_1 N) \) for demodulation (per a per-symbol
Algorithm 2 SIC Preprocessing.

Input: $A \in \mathbb{C}^{W_2 \times W_2}$, and $W_2$
Output: $V = \{v_k\}_{k=1}^{W_2}$ and $L = \{l_k\}_{k=1}^{W_2}$
1: set $\mathcal{M} = \{1, 2, \ldots, W_2\}$
2: for $i = 1$ to $W_2$
3: set $B = (A^H A + I)^{-1}$
4: set $n = \arg \min_{B_{ik}} B_{ik}$ \{Find the user with minimum MSE\}
5: set $v_i^H = [B_{nk}]_{k=1}^{W_2} A^H$
6: set $v_i \leftarrow v_i^H \{\text{Remove the estimation bias}\}$
7: set $l_i = \mathcal{M}_n$
8: set $[A_{mn}]_{m=1}^{W_2} = []$ \{Remove the $n$th column\}
9: set $\mathcal{M}_n = []$ \{Remove the $n$th entry\}
10: end for

We assume that the base station has perfect knowledge of the channel state information (CSI). We measure link quality by the outage probability at a target uncoded BER of $10^{-3}$ for QPSK. This BER requires SNR of about 10 dB for a single AWGN link, which becomes the target SINR at the output of the multiuser detector for an edge user. We use the single user scenario as a benchmark, and compare between four MUD schemes: conventional LMMSE, conventional SIC, local LMMSE, and the proposed scheme, which we refer to in figures by “Local SIC.”

**Performance and efficiency:** Fig. 3 (a) depicts the bit error rate that 95% of users in the cell achieve as a function of the SNR of the edge user, which is defined as $\text{SNR}_{\text{edge}} = \frac{P_{tx}\alpha_1}{\sigma_n^2}$ where $|\alpha_1|^2$ is the free-space path loss at 100 m and $P_{tx}$ is the transmitted power of user devices.

Fig. 3 (b) shows the efficiency of each MUD scheme compared to single user performance at target uncoded BER of $10^{-3}$. We define the efficiency $\eta$ as the ratio between the transmit power levels required for single user operation and multiuser operation (with a given MUD scheme) achieving the target BER, i.e.,

$$\eta = \frac{\text{SNR}_{\text{edge}}(\text{Single User})}{\text{SNR}_{\text{edge}}(\text{MUD})},$$

where $\text{SNR}_{\text{edge}}(\text{Single User})$ and $\text{SNR}_{\text{edge}}(\text{MUD})$ are the SNR levels required for the edge user to achieve the target BER in single user and multiuser scenarios, respectively.

**Scalability:** Fig. 4 (a) depicts efficiency relative to single-user performance as a function of load factors for different MUD schemes and window sizes. The performance gap between the different MUDs and the single-user baseline increases as the load factor increases. Fig. 4 (b) reports these trends as a function of array size. It is clear that the efficiency of the proposed MUD is almost constant, regardless of the number of elements. Therefore, for maintaining the desired performance, window sizes do not need to be scaled with the number of antennas.

**Computational complexity:** We categorize the complexity of the MUD into beamforming and preprocessing complexities. Fig. 5 (a) and (b) demonstrate the number of complex multiplications required to carry out each MUD scheme. The FFT dominates the proposed scheme’s beamforming complexity.
The efficiency of different configurations of the proposed MUD versus (a) the load factor and (b) the number of antenna elements.

Figure 4

Figure 5 Complexity comparison of the proposed scheme with other MUD techniques.

as $\mathcal{O}(N \log(N))$, whereas the preprocessing complexity is $\mathcal{O}(\beta W_1 N^3)$ which mostly pertains to computing the Gram matrix. At the cost of 1 dB performance degradation in efficiency, the proposed algorithm achieves savings in complexity by four and ten times compared to SIC in beamforming and preprocessing, respectively.

VI. CONCLUSIONS

The proposed nonlinear multiuser detection strategy leverages the sparsity of the mmWave channel in beamspace to accomplish drastic reductions in the complexity of both computing the receiver parameters (which remain unchanged over a channel coherence time) in preprocessing, and of per-symbol demodulation. Preprocessing complexity scales quadratically instead of cubically (which is the complexity of standard linear multiuser detection) with system size. Per-symbol complexity is dominated by the spatial FFT, and is $\mathcal{O}(N \log N)$, instead of $\mathcal{O}(\beta N^2)$ as with linear multiuser detection. The performance is close to that of standard interference cancellation with an order of magnitude lower complexity.
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