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Joint Noncoherent Demodulation and Decoding for
the Block Fading Channel: A Practical Framework
for Approaching Shannon Capacity

Rong-Rong Chen, Ralf Koettevlember, IEEEUpamanyu MadhowSenior Member, IEEEand Dakshi Agrawal

Abstract—This paper contains a systematic investigation of solutions to this problem, in view of the rapid growth of com-
practical coding strategies for noncoherentcommunication over mercial cellular and personal communication systems. There are

fading channels, guided by explicit comparisons with informa- ; ;
tion-theoretic benchmarks. Noncoherent reception is interpreted two main approaches currently employed for this purpose.

as joint data and channel estimation, assuming that the channel is
time varying and a priori unknown. We consider iterative decoding

for a serial concatenation of a standard binary outer channel ; . . i
code with an inner modulation code amenable to noncoherent decoding using the estimated channel. This is the ap

detection. For an information rate of about 1/2 bit per channel proach used in most current cellular communication sys-
use, the proposed scheme, using a quaternary phase-shift keying tems.

(QPSK) alphabet, provides performance within 1.6-1.7 dB of  2) Usenoncoherentlemodulation, which does not require
Shannon capacity for the block fading channel, and is about 2.5-3 explicit knowledge or estimation of the channel phase. A

1) Use pilot symbols or codes to estimate and track the time-
varying channel, and then @amherentdemodulation and

dB superior to standard differential demodulation in conjunction
with an outer channel code. We also provide capacity computa-
tions for noncoherent communication using standard phase-shift
keying (PSK) and quadrature amplitude modulation (QAM)
alphabets, comparing these with the capacity with unconstrained

special case of this is differential modulation, in which the
channel is approximated as roughly constant over at least
two consecutive symbols, and information is encoded in
symbol transitions. Another special case is orthogonal

input provides guidance as to the choice of constellation as a modulation, whose bandwidth efficiency, however, is too
function of the signal-to-noise ratio. These results imply that

QPSK suffices to approach the unconstrained capacity for the low for consideration in most commercial systems.
relatively low information and fading rates considered in our Since a time-varying channel &priori unknown, the nonco-
performance evaluations, but that QAM is superior to PSK for  parent naradigm, interpreted in its broadest sense as joint data
higher information or fading rates, motivating further research d ch | estimati - t iate in thi tti |
into efficient noncoherent coded modulation with QAM alphabets. andac ane estimation, 1S mos approprla € inths S_e m_g. n-
. . . deed, pilot-based systems can be viewed as suboptimal imple-
Index Terms—Capacity, coding, fading channels, noncoherent tati ithin thi di ther th h ¢
detection, wireless communications. mentations within this paradigm, rather than as coherent com-
munication systems (in which the channel estimate should be
essentially ideal). A standard pilot-based system is inherently
. INTRODUCTION suboptimal because it uses only the energy of the pilot symbols

HILE THE problem of reliable digital communication for channel estimation, rather than also exploiting the (typically
over time-varying wireless channels has a rich history, lgrger) energies in the unknown data symbols. Moreover, it re-

is increasingly important to find power- and bandwidth-efficierfjuires excessive overhead for rapidly time-varying channels or
for multiple-antenna communication (the latter is not consid-

. . o ered here).
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codes, used typically on the additive white Gaussian noise hypotheses regarding the channel phase shift, we reduce
(AWGN) channel [4], hold the hope for approaching capacity a noncoherent channel to a set of coherent channels, thus
over more complicated channels. greatly reducing the complexity. Simulations show that
As a practical approach to noncoherent reception, we propose our simple estimator for the fading amplitude induces
a turbo-like serial concatenation of a standard outer channel only about 0.3-0.5 dB performance degradation com-
code with an inner modulation code amenable to noncoherent pared to the case when the fading amplitude is perfectly
detection, together with iterative joint decoding and demodula-  known.
tion. We wish to determine whether this class of schemes carThe literature most relevant to this paper is summarized as
approach the Shannon capacity for noncoherent communifallows. The work most closely related to ours is [5], which em-
tion. Hence, while the proposed methods apply to continuougioyed a similar iterative noncoherent receiver for an AWGN
time-varying channels, performance evaluation is restricted ¢ghannel with unknown phase shift. They also pointed out that a
the block fading channel model, since exact information-theoertain differential encoder (RDE code) similar to the B-DPSK
retic benchmarks are available only for this model. code considered in this paper, is superior to DPSK, when con-
The main results of this paper are summarized as follows. catenated with turbo code and decoded iteratively. The differ-

1)

2)

3)

4)

We study concatenated coding schemes which congi$ices and similarities between our work and [5] will be high-
of an outer channel code, a random interleaver, and kghted appropriately in later sections of the paper.

inner modulation code amenable to noncoherent demod-A key paper in uncoded noncoherent communication is
ulation. The encoding and decoding techniques are tfl], which showed that block demodulation of DPSK alle-
lored to phase-shift keying (PSK) alphabets. It is showviates performance loss from standard demodulation based
that, for information rates of about 1/2 bit per channel usgh a two-symbol block. Peleg and Shamai [6] first proposed
and bit-error rate (BER) of0—*, the proposed methodsa new receiver for coded and interleaved DPSK based on
are within 1.6-1.7 dB of Shannon capacity (ergodic canultiple-symbol differential detection (MSDD) and iterative
pacity), and are about 2.5-3 dB superior to the syste#@coding for an AWGN channel with an unknown phase shift.
composed of a standard differential phase-shift keyirltgrative structures for joint noncoherent demodulation and
(DPSK) demodulation scheme in conjunction with a powdecoding have also been considered in [7]-[9] for AWGN chan-
erful outer channel code. nels, and in [10]-[15] for fading channels. In all of these papers,
We compute the capacity of the noncoherent block fadirigrative processing is applied to a serially concatenated system
channel for both PSK and quadrature amplitude modaensisting of an outer channel code, an interleaver, and an inner
lation (QAM) alphabets, comparing it with the capacitynodulation code, with soft information exchange between
with unconstrained input (except an average power coffte demodulator and the outer channel decoder proceeding
straint) [3] in order to determine the appropriate alphab#t an iterative fashion as described in [16]. Since the optimal
for a given channel coherence length and transmissioancoherent demodulator has a complexity exponential in the
rate. QPSK is a suitable choice for transmission rat@semory, a key component of the design effort in many of these
of approximately 1/2 bit per channel use and coherenpapers is in devising soft-input-soft-output (SISO) noncoherent
lengths larger than or equal to 10, which are the settingstectors with reasonable complexity. In the following, we
emphasized in the performance evaluation of our practicafssify some of the major approaches to complexity reduction.
strategies. For higher transmission rates and/or smallefExplicit estimation of the channel followed by coherent de-
coherence lengths, our computations show that QAM sitgction was considered in [11], which uses linear prediction
naling is superior to PSK signaling for approaching urand per-survivor processing. Another approach is to employ
constrained capacity. This motivates future work on eXahl-Cocke—-Jelinek—Raviv (BCJIR)-type algorithms [17] with
tending our code constructions and decoding techniquesruncated channel memory. Colavogieal.[8] derived a mod-

to QAM alphabets. ified BCJR algorithm for both PSK and QAM signaling over an
We consider two different types of inner modulatio®MWGN channel with an unknown phase shift. Similar detectors
codes based on differential encoding/-ary DPSK for PSK alphabets were also studied in [9] and [10]. The com-
and block-based\/-ary differential phase-shift keying plexity of this approach, however, is exponential in the channel
(B-DPSK). In order to achieve better performance, innénemory. An alternative implementation based on noncoherent
modulation codes should be matched to the outer chansefjuence detection [18], [19] was proposed in [8], where state-
codes. Our simulations suggest that the following threeduction techniques were used to reduce complexity. In con-
combinations of outer channel codes and inner modulsiast, our approach in this paper and in [20], and the approach
tion codes lead to excellent performance: convolutionaf [5], is to quantize the unknown channel state. This approach
code with DPSK, repeat-accumulate (RA) code witis particularly advantageous for channels with large memory,
B-DPSK, and turbo code with B-DPSK. since the complexity per demodulated symbol is independent of
We propose a suboptimal noncoherent demodulatiwe channel memory. A detailed comparison of the performance
which has linear complexity with respect to the coheand complexity of these various approaches is beyond the scope
ence length. This demodulator employs a simple, robustf, this paper.

averaging estimator for the channel fading amplitude, andThe phase-quantization approach for reducing complexity
the technique of phase quantization for the phase shifas considered previously for noncoherent demodulation alone
caused by the channel. By considering several differefsee [2], [21], [22], and references in [5]). In other related
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work, [23] uses the tangential sphere bound to show thatwerep(s) is the probability density function (pdf) for the input
serial concatenation of a convolutional code with differentigignals andp(y|s) is the conditional density function.
encoding outperforms the stand-alone convolutional code.Any input signals can be written as = uv, where the com-
Turbo coding for coherent fading channels has been studiedplex vectoru € C7 is a unit vector and is a scalar repre-
[24] and [25]. senting the signal amplitude that satisfies the power constraint
The remainder of this paper is organized as follows. Sectionfl[v?] < T. It is shown in [3] thatu andv can be assumed in-
contains information-theoretical results for the noncoheredépendent for the capacity-achieving distribution
block fading channel. The proposed capacity-approaching
coding and modulation schemes are discussed in Section llI. P(8)]s=uwv = p(w)p(v). ©)
S_imulation r_esults are _presented_in Section_ IV._FinaIIy, Se|§'L1rthermore,the distributigi(u) is uniform over the-dimen-
tion V contains conclusions and discusses directions for futl,g%nal complex spher” .

work. Sincep(u) is known, the task of finding the optimal distribu-

tion p(s) reduces to a simpler task of finding the optimal dis-
Il. BLOCK FADING CHANNEL tribution p(v). Substituting the independence condition (3) into
In this section, we describe the block fading channel modéne expression of the channel capacity (2), we have
followed by capacity computations for both unconstrained input - g
(except for a power constraint) and constrained input from finife = (U)_%la%KT/p(v)/P(u)/ p(yls = uv)
constellations. PR -
o P18 = uv)
A. Block Fading Channel Model ()

In a block fading channel model, the complex-basebandBased on (4), the capacity is computed [3] numerically
transmitted signals undergo fading, characterized by multipSing a modified version of the Blahut-Arimoto algorithm [26].
cation by a complex Gaussian random variable. This Gaussfa@Wever, no details of this algorithm were given in [3]. Ap-
random variable is called théading coefficient which is pendix A gives some of the necessary details in order to com-
assumed to remain constant over a block Tofsymbols. Pute the unconstrained capacity.

The constantl’ is also called thecoherence lengthFading . . . -
coefficients for different blocks are modeled as independe&t Capacity With Constrained Input From Finite

dy dudv. (4)

. . . : onstellations
random variables. The independence condition requires suffi-

cient separation in time or frequency between blocks. Thus,In this paper, we are interested in computing the noncoherent
block fading channels can provide good approximations féapacity achieved by constrained inputs from finite constella-
time-division multiple access (TDMA), frequency hopping, ofions and compare them with the unconstrained capacity. In de-

block-interleaved channels. signing practical coded modulation schemes, the rule of thumb
For a block fading model, we have is to choose the smallest constellation size which, for the infor-
mation rate of interest, gives a capacity “close enough” to the

y=hs+n (1) capacity with unconstrained input.

Assume that each element of the input signal vectos
wherey, s, andn areT'x 1 complex-valued column vectorg; is chosen independently fromfiaite constellation se& with
is the received signad,is the transmitted signal with power con-equal probabilities. The channel capacity can then be written as
straintE(s"s) < T, and(-)¥ denotes the Hermitian operator:,C = H(y) — H(y|s).
h is the fading coefficient, which is complex Gaussiax(0,1) ~ To computef (y|s), we use the fact that conditioned ors is

distributed with distributionp(h) = 1/7exp{—|hl|?}; and Gaussian. It is known that the differential entropy of a complex
n is the white Gaussian additive vector with distributio§>aussian random variable with the covariance majrig equal
CN(0,202). tolog det(7eQ). Here, we havé) = (202)Ir +ss?, wherelr

isaT x T identity matrix. It follows that

B. Capacity With Unconstrained Input 1 H
H(yls)=T [10g(27r602) + log (A + tr(ss?)

In this section, we briefly review capacity results obtained in (202)
[3] for noncoherent block fading channels. )
Let H(-) denote the differential entropy of a continuou§©r the first term/i (y), we have
random variable. Also letr(-) anddet(-) denote the trace and
determinant, respectively, of a square matrix. H(y)=- /P(Y) log[p(y)]dy. (5)
The noncoherent channel capadity by definition, is equal '
to Evaluation of (5) cannot be done in a closed form. A practical
approach to numerically evaluate it is by Monte—Carlo integra-
C = max  [H(y) — H(y|s)] tion. A detailed implementation of this method is described in
p(s):E(sfs)<T Appendix B.

In Fig. 1, we plot the noncoherent channel capacity computed
using various PSK/QAM modulation schemes for coherence

= max ‘ p(yls)
_p(s):E(SaHS)ST/p(S)/p(y|s) log o(y) dy ds (2)
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Fig. 1. Noncoherent channel capacity for various constellations.

structures for the proposed suboptimal noncoherent demodu-
lator, assuming the prior information for the transmitted bits are
available from the outer channel codes. Section IlI-C studies
two different types of inner modulation codes: DPSK and
B-DPSK. Section IlI-D gives a brief description of the iterative

i i b b decoding algorithms for the outer channel codes.

° ° ° ° A. System Model

Fig. 3 shows a schematic block diagram of the system. The
Fig. 2. QAM constellations. channel encoder encodes a sequence of informatiob bite a
sequence of coded bits The resulting coded sequence is inter-

leaved by a random permutation and then mapped to a sequence

lengths 5 and 10. We use the 8-QAM and 16-QAM consteII%T MPSK svmbolsw using Grav mappina. The sequensas
tions shown in Fig. 2. The 8-QAM constellation is known to b en dividei; into bIo::Jké 3T B 1ysymg?)=ngher€ igléqual to

the best eight-point QAM constellation because it requires t e coherence length of the channel. The function of the inner

least power for a given minimum distance between signal pOirH‘ﬁ)dulation coder is to code blocksBf— 1 input symbols into
[27] AISO.’ for the most _frequently used rectangl_JIar 16-QAM5cks of 1 output symbols. Each block d&f output symbols
constellatlon §hown |n_F|_g. 2, thE." average transm!tted POWET {&€4hen passed to the transmit filter, and sent through the block
quired to achieve a minimum distance is only slightly great ding channel

than the average power required for the best 16-point QA At the complex baseband receive filter, for each block of re-

constellation [27]. Capacity with unconstrained input is als@eived samples, the block demodulator compatgsteriori

pIoFt_tedi Sﬁrvingtr?stbe:[rlﬁhmarr]ks. lerifite 10 and a.t probabilities (APPs) of the input PSK symbols. Subsequently,
Ig. 1 shows that, at the coherence lerig andatrans- hese symbol APPs are used to compute bit-wise APPs (a pre-

mission rate of about 1/2 information bit/channel use, QPSK 5, description follows in Section I1I-B). The “extrinsic” part

a good clhomet, btehm? t??hsmallest cto ns te(ljla_uon twr;ose Capafgmhese bit-wise APPs is then deinterleaved and passed to the
comes close o that of the unconstraned INput. HOWEVET, 1 ,nne| decoder. The channel decoder performs one decoding
higher transmission rates exceeding one information blt/chanﬂg ation and generates bit-wise extrinsic informatjgh}. As-

use, approaching the capacity with the unconstrained input %’ming that the bits which constitute a PSK symbol are statisti-

quires Fhe use of amplitude/phase modulation (e.g., S'QAMéally independent, the interleaved bit-wise extrinsic information
appreciably better than 8-PSK) and larger constellations. TIE1

foct | dqf I h lenaths. Si ib} is fed back to the demodulator, which updates the prior
efrect Is more pronounced for smafler conerence 1engins. Si ymbol probabilities. For the next iteration, the demodulator
ilar conclusions were obtained by Abou-Fayealal. [28] for

h ¢ coh | b1 computes symbol APPs using updated prior probabilities. In this
the extreme case of coherence lengti- 1. manner, the demodulation and channel decoding proceed itera-

tively. After a fixed number of iterations, decisions are made at
1. CAPACITY-APPROACHING CODING the output of the channel decoder to generate the decoded bits.
AND MODULATION SCHEMES We introduce some notation that we will use throughout this

This section describes our results for designing capacity-dj2Per.
proaching coding and modulation schemes. It is organized « Denote the size of the MPSK constellation By and
as follows. In Section llI-A, the system model is introduced.  the signal set byS = {1,e/2%/M _ ei2%/M(M—1)}

The joint demodulation and iterative decoding schemes are Alternatively, define the index set fo6 as M =
discussed in Sections IlI-B—III-D. Section IlI-B discusses the  {0,1,..., M — 1}, where each index € M represents
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Fig. 3. Schematic block diagram of the system.

a constellation poink; = e727/Mi \We restrict atten-  2) For each symbolw;, the demodulator computes

tion to the case wheré/ is a power of two, and define symbol-wise APPY(f(u),u = 0,...,M — 1} as
m = log, M as the number of bits in each MPSK symbol. s

» Denote the input vector for the modulation codenby= G (u) =P(wi = uly)
(wry,...,wp_1). Foreachi = 1,..., 7 — 1, w; € M - Z Plxly] = Z ply[x]P[x]

represents an input MPSK symbol encodinghits. The ply]

bits encoded inv; are denoted byw?!.j € 1,...,m}.
» Denote the output vectorY of the mod}ulation (X 2 Py [l PLw] Pluwo]
coder corresponding to the input vectow by e
x(w) = (zo(W),z1(W),...,2r_1(W)). Each =
zi(w) € M is the index for the MPSK symbol = >yl H Aj(wi) | - ©6)
eI2m/Mxzi(W) \We also writex = (zo,%1,...,2Z7_1) = 7=0
instead ofx(w) = (zo(W),z1(W),...,z7_1(W)). To make our notation consistent, we d(wo) = P(wy)
For the modulation codes considered in this papgris a denote the prior probability for the reference symiogl
reference symbol inserted by the modulation coder and is in- Computingp[y|x] turns out to be the bottleneck in terms
dependent ofv. To simplify notation, we letv, = . Even of computational efficiency. We focus on this problem in

though we only consider the block fading channel here, the — Sections ”"!3-1],3”‘1 11-B.2.
block modulation codes proposed are designed to accommo3) For each bituw; ) the demodulator generates updated
date a block approximation of the continuously time-varying  bit-wise APPs{(?;(a),a = 0,1} and the bit-wise ex-

channel. Therefore, in general, we do not assumeathds a trinsic information{ Aﬁ’j(a)ﬂz = 0,1}. The latter will be
pilot symbol known by the demodulator. More details are given ~ passed back to the channel decoder.
in Section 1lI-C. Using the symbol-wise APPs computed in step 2, we have

Lay= 3 Gw). a=0,L.

w; :’U/"Z =a

B. Noncoherent Block Demodulator

In this section, we give a description of the noncoherent bIOCkTh he bit-wi insic inf - is obtained
demodulator employed in our iterative decoding scheme. Due' "€" the bit-wise extrinsic informatioft,;;(a)} is obtaine

oSSR B A
to the statistical independence of the fading coefficients in adY "émoving bit-wise priorg\i;(a)} from {¢;(a)}

jacent blocks and the block encoding scheme, the noncoherent ¢ti(a)
demodulator operates blockwise. b (a) = A (a) 0=01
For each bitw/, 1 < i < 7,1 < j < m, let \l;(a) = AT ¢ () + ¢t(1—a)”’ A

Ai’](a) Ai’](l—a)

P(w] = a), a = 0,1, denote the input bit-wise priors pro-
vided by the channel decoder. We assume that these bit-wis@lext, we discuss how to efficiently compute the summation
priors associated with the same block are independent due toith¢s).

presence of the channel interleaver. Based on this independencly) Optimal Noncoherent DemodulatoiVhen a PSK con-
assumption, the demodulator takes the following three stepsstellation is used, we simplify the noncoherent pdf given in [3]
compute the output bit-wise extrinsic information to be passes obtain the following:

back to the channel decoder.

1) For each symbolw;, the demodulator generates 1 —KZ H!/ '>/202}
symbol-wise priors {\j(w;)} from input bit-wise plylx] = We =
priors as

T-1
1 |:<|| Z(e](Qw/I\/I)a:,)Hy7
i=0

|2>/<202<202+T>>}

m ) - T e -

Ap(wi) = TT A% (). L+ 352
j=1

()
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Forany0 < a < M — 1, define a new vectox’ by = = Define¢; = I/L2x for every0 <[ < L.
(z; + a)mod M for every0 < ¢ < T — 1. In other wordsy’ Assuming that the estimated fading amplitudeljsve have
is obtained fromx by a rotation in the signal space. Note that N
the noncoherent pdf satisfies ttedational invarianceproperty: plylx, [|h]] = A]

p(ylx) = p(y|x’). L-1

For the inner modulation codes considered in this paper, the ~ Zp[& = ¢, y[x, [[h]] = A]
number of terms in the summation of (6) is equalib’ !, £=01
which increases exponentially with the coherence length. O B o o
In contrast to the coherent setting wheleis known, the = _plo=ailx [Ihll=Alplylx. [l =A4,0=¢]
noncoherent conditional densipfy|x] shown in (7) cannot iol
be computed recursively, because the second exponential in Ml= A g —
ply|x] does not decompose into a product of suitable individual > ;pb"x’ 17l ’ d
terms. Therefore, when (7) is used to compute symbol APPs, L—1T-1 3 it (2n M) 12
the resulting complexity is prohibitive, even for moderate x Z H exp{ B llyr — Aedl® Sl }
coherence lengths. — 202

2) Suboptimal Noncoherent Demodulatdn the following (10)

section, we derive an approximate approach close to the optimal

solution, while requiring complexity that grows only linearly We now substitute (10) into (6) to approximaigy |x). It fol-

in the coherence length. The main idea of the proposed nont@ws that for every > 1, we get the result shown in (11) at the
herent demodulator is to approximate the noncoherent chanbeitom of the page.

by a set of coherent channels. This is achieved by discretizingdased on the last equality of (11), we can compiftew;)

the unknown channel fading coefficielt= Aei? with the am- recursively using the BCJR algorithm [17] or the sum—product

plitude A and the phase shift We treat these separately. algorithm [29]. The overall computation requirement is equiva-
We derive an averaging estimatérfor the fading amplitude lent to L times the complexity of a BCJR algorithm applied to
A the coherent demodulation of the block modulation code.

C. Block Modulation Codes

R 1 T-1

A% = max <T Z lyill” - 202’0>' (8) Block modulation codes suitable for noncoherent commu-
=0 nication were considered by Sun and Leib [30], Warrier and

Madhow [2], and Peleg and Shamai [7]. Codes considered in

[30] and [2] are especially effective for higher SNR, in which

This estimator is simple because it does not require any prft#>¢ they provide significant coding gains. Codes considered

knowledge of the transmitted symbols. As shown in the sim{! [7] are effective for I(_)wer SNR. In our system, coding gains
lation results A is rather robust. For moderate-to-small coheﬁre realized by employing powerful outer channel codes in con-

ence lengths, this estimator incurs only 0.3-0.5 dB performaﬂgfdion .With very simple inner modu!ation codes with iterative
degradation, compared with a genie-aided system in which {RLormation exchange betwgen the inner demodglator "’?”d the
fading amplitude iperfectlyknown. Thus, as expected, the perguter degoder. For the relatively Iovy SNRs conS|dered in this
formance for PSK alphabets is more sensitive to the chanR&Pe" this approach appears to suffice for approaching chapnel
phase than to the amplitude. However, we anticipate that acity. Next, we consu_jer two e_xamples Of such modulation
coarse amplitude estimator will need to be improved for goé: des ba;e? on d:fere{]ilal eknco.dmrg];.. In particular, we concen-
performance with multiamplitude signaling such as QAM. traie ?\gt N grlirpstlca}l'ﬁ )f'tat €s '3 tl '? case.d truct

We assume thdt takes onlyL discrete values in the interval ) M-ary - Ihe first modulation code structure we

OnceA is computed, we keep it fixed for all iterations of joint
demodulation and iterative decoding.

consider is the standamd -ary DPSK. The encoding enforces
[0, 27]
the rule
1.2 L-1 wo, if i =0
66@_{0,Z27r,z27r,..., 7 27r}. 9) J}i—{(xi_l+wi)n10dM7 fl1<i<T_ L

G (u) =P(wi = uly)

L-1T-1 o y -1
g, — A (@rCn/aD0) |2 .
« 3 (X Mew{- - IT )

X:w;=u =0 k=0 j=1

L-1 T-—1 o] 4
A J((27/L)I+(27 / M)z ) (|12
= ( E | | {exp{— Iy — Ae 5 I }AZ(wQ}) (12)
o 20

=0 “x:w;=u k
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(9i=0,xi)

M-1
0
(0= ‘ Opq=1"
M1
i L ‘.o Oiy1= %F)
(8, _2,,:\1‘(,1,-U1
(a) DPSK (b) B-DPSK

Fig. 4. Trellis sections for the noncoherent demodulator.

The first symbolw is the reference symbol. For the blockeeduced phase quantization levélis equal toL /M. Writing
fading channel, it can be a known pilot symbol inserted bgny number, 0 < I < L in the forml = m/L’ + I’, where
the modulation coder; thus, the transmission rate is redudee&l m’ < M and0 < I’ < L/, we can simplify (11) in the last
by a factor of(T" — 1)/T. Such a transmission rate loss caequality of (12), shown at the bottom of the page.
be avoided when using a block fading approximation for a We next give a graphical description of the demodulation
continuously fading channel, by overlapping successive blocksheme suitable for an efficient BCJR algorithm. A trellis is
by one symbol, using the last symbol of the previous block graphical structure illustrating the dynamical behavior of a
as the reference symbol for the encoding of the current bloakystem. We define the trellis structure for the DPSK demodu-
In this case, the demodulator does not know the valuepf lator as follows. There are a total dftrellis sections and™ + 1
Applying the rotational invariance property pfy|x) to (6) trellis state classes. L&} denote théth state class and lete S
and using the fact thaty is independent of the other symbolde a particular state. Each statec S; represents a 2-tuple
w; in the same block, one can see that the output APPs do (@t «;), wheref; € {0, (2x/L'M),...,((L' —1)2x/L'M)}
depend on the priors af. andz; € M. The number of possible values of each state equals

Without loss of generality, therefore, we assume thatakes M - . Branch transitions between state = (0;,z;) € S;
any value inM with equal probability. Next, we show that,and s;11 = (#i11,zi+1) € Si;+1 are allowed if and only
when the quantization levél is an integer multiple of, (11) if §; = 6,41 andz;.1 = (z; + w;) mod M. Hence, it
can be simplified. Instead of quantizing the phase ghiftthe can be seen that the trellis is composed of complete bi-
interval [0,27] as shown in (9), we quantize it in the subintervapartite graphs of2M vertices, as depicted in Fig. 4(a).
[0, 27 /M], thus reducing the number of quantization levels. The accordance with the last equality of (12), the branch

-1 T-1 o ,
s Yp — Ae]((Zﬂ'/L)H-(Zr/]\[)m;\,) 2 .
Gi (u) o ( H [exp{ -l 202 | })\k(wk)

=0 =u k=0

L'-1[M-1 T-1 g — Aed (/MG +( /L) +(2r/M)z) |2y
SIS (5 el o]

I'=0 Lm’'=0 \x:w;=u k=0

L'-1[M-1 T-1 ~ Iyt ,

g — Aed(@r/AMDW L+ @r /M) rtm)) |2y

) l ( [exn { - 207 i)

I'=0 Lm’/=0 \x:iw;=u k=0

1

202

L' —1 — A y ’ ’ y
Ui — Aed(@n/M L))+ (@r/M)an) |12
=M < [exp{ o ” $ i) (12)
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metric for each of the transitions defined above is equbktween statd, € S; andf,.; € S;4; are allowed if and
to A3 (w;) - exp{ — (lyi - Aed(0i+(2m/M)z;) 2)/202}, only if §; = #6,41. It follows that the trellis is composed
i€o0... .. T _1. of complete bipartite graphs of two vertices, as depicted in

In the definition above, state transitions are not allowddd: 4(b). There are a total oM branches corresponding
between states with different values tf Therefore, the total 0 the M pOSS|b_Ie inputs for the information §ymb®di. _
number of branches within each trellis sectiod 2 - I.'. The branch metric for each of tbe' branches defined above is

The trellis structure proposed here resembles that of [5]. TREU! tOA] (w;) - exp [ = (Jly; — Aed @+ Cr/ADwI|2) /252],
main distinction is that the trellis structure proposed here is the= 0...,7" — 1. Note that since the first symbal, is
product [31] of two trellises, one corresponding to the modulf€ated as a pilot symbol, we havg(wo = 0) = 1. The
tion coder, and the other one corresponding to the phase sRifnPer of valid branches for a given trellis section equals to
of the channel. This is a general structure that can be modifiéfi - - = M?* - L, which is the same as that of the DPSK
to accommodate time-varying channels, and to support modufigmodulator. 1t is known that the complexity of a BCJR
tion coders beyond differential coders with PSK signaling. THagOrithm is proportional to the number of trellis branches [32].
complexity of the proposed trellis structure is the same as th&Nnce, the complexity of running a BCJR algorithm on the
of [5]. trellis of the B-DPSK demodulator is about the same as that of

2) Block-Based\/-ary DPSK: An alternative block mod- the DPSK demodulator.
ulation code relates all symbols directly to the first reference
symbol in each block. We refer to this modulation code as block- Iterative Decoding Algorithms for the Outer Channel

based)M -ary DPSK (B-DPSK). Codes
For each inputv, the B-DPSK encoder generates outR@ts | previous sections, we discussed the trellis structures of the
noncoherent demodulator for different modulation codes. Based
= J wos ifi=0 on such structures, the demodulator can be implemented as a
"7l (wp+wi)mod M, if1<i<T-1. SISO module using a BCJR-type decoding algorithm. The outer

channel decoder can also be regarded as a SISO module. The

When the reference symbol is placed in the center of eaiéput to the SISO module for the decoder is fed by the output
block and all other symbols are differentially encoded to it, or@f the SISO demodulator. However, only one iteration is per-
obtains the RDE code studied by Petgl. [5]. For the block formed inside the SISO decoding module for the channel de-
fading channel, B-DPSK and RDE are equivalent because gfder during each joint demodulation and decoding cycle.
location of the reference symbol is irrelevant, as the channelDecoding algorithms for various outer channel codes consid-
remains constant within each block. The advantage of B-DPS¥ed in this paper are well investigated in the literature. For turbo
comes when the block fading model is used as an approximatf@g£oding, we refer to [4], and for decoding of RA codes, we
for a continuously fading channel, with the reference symbegfer to [33]. A general description of SISO decoding of serial
taken to be the last symbol of the previous block to overcong@ncatenated modulus is given in [16].
the transmission rate loss of the fact@t — 1)/7. The RDE
code can also overcome such rate loss using similar techniques
described in [5] and [7].

Using the rotational invariance property of the noncoherent!n this section, we evaluate the performance of the proposed
density function, the demodulator can assume that= 0, joint demodulation and iterative decoding algorithm by sim-

even though for the B-DPSK encoder may take any values ulating the system shown in Fig. 3. Various choices of outer
between 0 and¥ — 1. Under this assumption, as far as th€hannel codes and inner modulation codes are considered. The

IV. SIMULATION RESULTS

demodulator is concerned, the encoding rule becomes block fading channel defined in Section 1I-A is used in all sim-
ulations.
[0, ifi=0
Ti = w;, f1<i<T-—1. A. Coding and Modulation Strategies

Three types of outer channel codes are considered: an RA

In other words, the demodulator treats the first output symbabde, a convolutional code, and a turbo code, each with a rate
as a pilot symbol and the remainifdg— 1 output symbols as of 1/4 and a codeword length of 64 000 bits. We use the regular
uncoded information symbols. As shown in later sections, dexte 1/4 RA code as defined in [33]. For the convolutional code,
spite its simplicity, B-DPSK works surprisingly well with cer-we consider two different systematic codes, a recursive and a
tain outer channel codes. nonrecursive one. For the turbo code, a systematic code using

The trellis structure of the noncoherent demodulator witbarallel concatenation of two component codes of rates 1/3 and
B-DPSK is described as follows. There are a total'dfrellis  1/2 is considered. The overall rate of the turbo code is also 1/4.
sections andl’ + 1 trellis state classes. Lef; denote the Forthe inner modulation codes, we consider both types, DPSK
ith state class. Here eac$; is equal to the quantization and B-DPSK, and each has a raté’6f— 1) /7. We always use
setd = {0,(2x/L),...,((L—1)2x/L)}. Each particular QPSK modulation in this paper.
stated; € S = P represents a given quantization level. The The code parameters for the convolutional codes and the
possible values of each state equall/toBranch transitions turbo code are shown in Table I.
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TABLE | 10° T
o turbo B_DPSK noncoh T=20 | 1
PARAMETERS OFOUTER CHANNEL CODES ~O- turbo DPSK noncohT=20 ‘
—8- conv DPSK noncoh T=20
outer channel codes rate | generator polynomial —¥— conv B-DPSK noncoh T=20
- - _1| =<+ RA B-DPSK noncoh T=20
convolutional | recursive 1/4 | [25 27 33 37) 10”'| &~ RA DPSK noncoh T=20
code non-recursive 1/4 | [20 25 27 33] coninmiionn
turbo first component code 1/3 | [25 33 37] T e
code second component code | 1/2 | [23 35] 2

BER
3

—¥— RA B-DPSK T=5 amplitude unknown
-4 RA B-DPSK T=5 amplitude known

-8~ RA B-DPSK T=20 amplitude unknown [ .:..................
-©- RA B-DPSK T=20 amplitude known | i................i. -
_4| —— RAB-DPSK T=50 amplitude unkown
10 | -©- RAB. T=50 amplitude known

35 4 45

2 25
........ Eb/NO (dB)

& 1072k ke . . Fig. 6. Performance of different combinations of outer channel codes and
e : inner modulation codes.

o
©

-©- turbo B-DPSK SNR=3.6dB
—©~ turbo DPSK SNR=3.6dB
-8~ convol DPSK SNR=3.6dB
—¥- convol B-DPSK SNR=3.6dB
-} RA B-DPSK SNR=3.6dB ’
—— RA DPSK SNR=3.6dB

I

3
E,/N, (dB)

o
)
a

Iy

o
=)

Fig. 5. Performance of the amplitude estimator.

1) Noncoherent Demodulator: Amplitude Estimation and
Phase Quantizationin this section, we look at the perfor-
mance loss due to the simple averaging amplitude estimator
(8) and the finite number of quantization levels of (9).

In Fig. 5, we compare the performance of the noncoherer3
demodulator with unknown phase and unknown amplitude wit!
the genie-aided noncoherent demodulator with unknown pha é}.e 5
but known amplitude. The latter is implemented by replacing
by the true amplitudéjs|| in (10). This gives an upper bound_. . L N
0?_/1 the performF:lnceqzldenga(gatiZm duegto the crupdpeness Of't: é7. Probability of a correct bit decision through iterations.
amplitude estimator. We use the example of the RA code of
a codeword length 64 000 with the B-DPSK modulation code. In Fig. 6, we compare the performance of different combi-
The number of iterations is set to 20. &t = 50, the perfor- nations of the three outer channel codes (convolutional, turbo,
mance degradation inflicted by the amplitude estimator is legsd RA) with the two modulation codes (DPSK and B-DPSK).
than 0.3 dB. Performance degrades slightly for smédildéven The overall codeword length is 64 000 afid= 20. The RA
for a very small coherence lengih = 5, the performance is code and the turbo code perform better with B-DPSK than with
still within 0.5 dB of the case when the amplitude is perfectipPSK, since B-DPSK does not disturb their turbo-like struc-
known. tures. Similar phenomena were also observed by RelaQ[5]

The number of quantization levels also affects the system p&r AWGN channels. The convolutional code performs much
formance. Our simulation results show that when B-DPSK ietter with DPSK than with B-DPSK, since serial concatenation
used, it is sufficient to use 20 quantization levels. Increasing tiith DPSK gives the overall code a turbo-like structure that it
number of quantization levels beyond 20 does not lead to signifkcks when used with B-DPSK. Indeed, when B-DPSK is used
cant performance improvement. For DPSK, the number of quamith the convolutional code, the sharp turbo-like waterfall re-
tization levels needed is roughly M of that of the B-DPSK. gion seen for the other cases is no longer present.

Hence, four or five quantization levels are sufficient. In order to have a better understanding of the joint demodula-

2) Different Combinations of Outer Channel Codes antion and iterative decoding process, we track the probability of a
Inner Modulation Codes:Our results show that the best choiceorrect bit decision through iterations in the same spirit of EXIT
of the modulation code is closely tied to the choice of the outeharts [34]. The results are shown in Fig. 7. Thaxis repre-
channel code. sentsl; decoder: the probability of a correct bit decision at the

°

N

a
T

ability of a correct bit decision at the output of the demodulator
o
~

0.6 0.7 - 0.8 0.9 1
P, - probability of a correct bit decision at the output of the channel decoder
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TABLE I
CAPACITY BENCHMARKS FORBLOCK FADING CHANNEL

Coherence length T' 10 20 50
Transmission rate (information bit/channel use) | 0.45 | 0.475 | 0.49
Minimum Ej/Ny (dB) for unconstrained input | 1.99 | 1.22 | 0.52

output of the decoder. Theaxis represents;, qemod. the prob- We consider three different coherence lengths: 10, 20, and 50.
ability of a correct bit decision at the output of the demodulatdror each coherence length, we list in Table Il the transmission
There are six curves in the plot which correspond to all posate computed from (13), and the minimuty /N, required to
sible combinations of the three outer channel codes and the tiremsmit at such a rate based on capacity computations for un-
inner modulation codes. Each curve, representing a code caionstrained input.

bination, is obtained by interpolating a sequence of points. The

coordinates of each point indicate the probability of a correct lfit. System Performance

decision at the output of the demodulator and the decoder at th% this section, we present various figures corresponding to

end of a certain iteration. different coherence length® (= 10, 20, and 50). In each figure,

For the firstiteration, since the soft input to the demodulator\lﬁe plot the performance curves for three good combinations of

urlt;fo_rml>;d|str|buted, tdhe output sy?bolfAPP has the §§1me diSuter channel codes and inner modulation codes mentioned in
tribution for DPSK and B-DPSK. Thereforé demod IS iden- the previous section, using the proposed joint demodulation and

tical. For a fixed om_;ter_chan_nel CO_dE";decoder IS alsq the_ SAME jterative decoding algorithm. For comparison, we also provide
at the end of the first iteration. It is only after the first iteratio erformance curves using coherent demodulation for the same
that systems with different modulation codes start behaving difz ye s The number of iterations for both coherent demodulation
ferently. As seen from the plot, the RA code and the turbo co fd noncoherent demodulation equals 20

in conjunction with B-DPSK exhibit fast convergence. In four Fig. 8(a)—(c) contain simulation results for long outer channel

or five ?teration_s,l’ c,decoder apprqache_s one. In contrast, Whe'&odes of a codeword length 64 000. The main observations from
DPSK is used, it takes up to 20 iterations before the system SHese figures are as follows

bilizes. Even then, there are still many incorrect bit decisions at
y 1) The system performance depend on the coherence length

the end of the decoder output.
: . T. At BER = 10~4, the RA code performs the best for
Interestingly, for the convolutional codi reaches as ' . .
gy e, decoder T = 10. The nonrecursive convolutional code performs

high .8 after only one iteration. N emod INCI
gh as 0.8 after only one iteration. Note thaliemoa increases the best fofl’ = 20. ForT’ = 50, the turbo code performs

rapidly within the next four iterations. By the time the system the best. The gap between the Shannon limit and what is

convergesP. demod €quals approximately 0.85, which is higher . ) . .
compared to that of other code combinations. TC(? [[((e)vid7t:jy8the best code in each plot is approximately

In summary, the following code combinations lead to a supe- 2) The choice of codes should depend on whether coherent

rior performance: : or noncoherent detection is used. When coherent detec-
* turbo code + B-DPSK; tion is used, the turbo code performs significantly better
" RA code_ + B-DPSK; (by about 0.5-0.7 dB) than the RA code. However, for
* convolutional code + DPSK. noncoherent detection, the RA code performs better for
In the remainder of this paper, we report simulation results for  ,gderate coherence lengths Bf = 10 and T = 20.
the three combinations above only. Only for T = 50, where the longer coherence length
enables a more accurate implicit channel estimate using

B. Capacity Benchmark noncoherent detection, is the turbo code superior to the

Denoting the received energy per symbol By and the re- RA code.
ceived energy per information bit y,, we have the following ~ 3) The convolutional code with DPSK performs well. For
relationship: T = 10, its performance is better than that of the RA
E. B codg and the turpo co@g for SNR smaller than 3.6 dB.
N;) = N, ‘R At higher SNRs, it exhibits an error floor. F@t = 20,

it outperforms both the RA and turbo codes. However, its
whereR is the transmission rate, expressed in information bit ~ performance is appreciably worse than that of the RA and
per channel use. Assume that the outer channel code has a rate the turbo code foii” = 50, possibly due to the long fades
of 1/4. When QPSK modulation is used, we have for both mod-  associated with such a large coherence length.

ulation codes 4) The joint demodulation and decoding algorithms pro-
T_1 1 posed in this paper lead to significant gains over the
R= 7 "1 -2 (13) traditional schemes that employ standard two-symbol

SISO differential demodulation followed by channel
where the tern{7" — 1)/T takes into account the rate loss due decoding. No iterative information exchange between the
to the reference symbol per block. demodulator and the decoder is used in these traditional
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-8~ conv non-recursive DPSK noncoh T=10
—O- conv recursive  DPSK noncoh T=10
—+— turbo B-DPSK coh T=10

-©- turbo B-DPSK noncoh T=10

—¥- RA B-DPSK coh T=10
-4 RA B-DPSK noncoh T=10

45

-8~ conv DPSK noncoh T=50
—+— turbo B-DPSK coh T=50
-©- turbo B-DPSK noncoh T=50
—%~ RA B-DPSK coh T=50

-4 RA B-DPSK noncoh T=50

45

Fig. 8. Performance comparisons of different code combinations.
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_,| 7% RAB-DPSK coh T=20
- RA B-DPSK noncoh T=20

-8~ conv non-recursive DPSK noncoh T=20 |::::
—-©- conv recursive DPSK noncoh T=20
—— turbo B-DPSK coh T=20

-©- turbo B-DPSK noncoh T=20

R

3
E,/N, (dB)

(b)

-8~ conv DPSK noncoh T=20
—+ turbo B-DPSK coh T=20
-©- turbo B-DPSK noncoh T=20
—% RA B-DPSK coh T=20

"'solid lines ‘iterati

~ RA B-DPSK noncoh T=20

dashed lines—-20 iterations

schemes. Faf’ = 20, the performance of the traditional

schemes are plotted in Fig. 8(b) using dashed lines. The
performance gain of the proposed algorithm compared
to the traditional schemes is about 2.5-3 dB for the
RA code and the turbo code, and is even higher for the

convolutional code.

So far, we have only examined the performance of long outer
channel codes of a codeword length 64 000. In practice, codes of
shorter lengths may be preferred because of constraints on th&) Complexity Aspect
decoding delay. Fig. 8(d) displays simulation results for codes
of a codeword length 16 000 bits. The coherence length is 20.
At the end of the first 10 iterations, the convolutional code out-
performs both the RA code and the turbo code. By the end of
20 iterations, the RA code performs fairly close to the convo-
lutional code, while the performance of the turbo code barely

improves after the first 10 iterations.

V. CONCLUSIONS

Our investigation shows that there are three key aspects to
be considered in the design of noncoherent coded modulation

systems.

1) Information-Theoretic Aspect
The transmitted signal constellation setwhich con-

be transmitted through the block fading channel, should
be chosen such that the channel capacity achieved for this
signal set is close to the unconstrained (except for the
constraint on power) channel capacity. We show that in-
dependent and identically distributed (i.i.d.) input from
appropriately chosen standard PSK and QAM alphabets
works well for a wide range of SNRs and channel coher-
ence lengths.

Modulation codes should allow for efficient decoding.
For a transmission rate aR bits per channel use, the
total number of transmitted signals over a block equals
2BT  This is usually a large number which makes an ex-
haustive search impossible. Therefore, efficient decoding
schemes must be available for the modulation codes. Our
current encoding and decoding schemes are optimized for
PSK alphabets, and may need modification for QAM al-
phabets, including the development of more sophisticated
methods for handling the unknown channel amplitude and
phase, and generalization of differential modulation to
QAM constellations [2], [22].

3) Compatibility Aspect

sists of I'x 1 (T is the coherence length) signal vectors to

In order to optimize performance, the inner modulation
code should be chosen to match the outer channel code,
S0 as to introduce or preserve the“turbo effect.”



CHENet al. JOINT NONCOHERENT DEMODULATION AND DECODING FOR THE BLOCK FADING CHANNEL 1687

For the setting considered in our simulation results, itremains  input with energy constraink,. ThenI(p") — I(p*) =
an open issue as to how to account for the 1.6-1.7 dB gap to  C(E;).
capacity, and whether it is practically feasible to further close A simplified expression foe” (v), defined in (A.1), is derived
this gap. As shown in the simulation results, the amplitude ey [3], as shown in (A.3) at the bottom of the page, where

timator can account for, at most, 0.3-0.4 dB, so there may be a N

few tenths of a dB to be gained by improving the amplitude es- =— f(\) = _c

timator. Another possibility is to optimize the tradeoff between 202 (T —1)!

the complexity of the outer channel code and inner modula- 1 ero/(tpu) Apu

tion code, using modulation codes that are more sophisticate@l( yu) = 1+ pu (T~ BYYRY =Nt ( U1+ u)
P ( 1+pu) P

than the rate one DPSK and B-DPSK codes. However, the re- b
sults from initial experiments on such modulation codes havey(, ) :/ ¢“ta~dg.
not been promising. Finally, the use of a finite blocklength con- 0

channel, a larger degree of time averaging is needed for gagd integral in (A.3) by finite summations. We choose a prede-

performance over fading channels. termined sampling constark. Let J and K be the number of
discrete samples used to approximasnd ), respectively. The

APPENDIX A approximation error of the finite summation can be controlled
CAPACITY COMPUTATION WITH UNCONSTRAINEDINPUT by the choice of the parametefsK , andA. Define the discrete

We state in this appendix the modified Blahut—Arimoto afet forvasy = {jA : j = 0,...J =1} = {vo,...,vs1},
gorithm due to Marzetta and Hochwald [3] for computing th@"d the discrete set foras.A = {kA : k = 0,... K — 1} =
optimal input distributionp*(v), wherewv is a random scalar {20, - )‘K—_l}' ) )
coming from the signal decompositien= uw. The _|terat|ve steps |ﬁ'heorem 1can be approximated as

Theorem 1: Given the parametee> 0, for any distribution Shown in the last equation at the bottom of the page.

p"(v), lete™(v) be as shown iifA.1) at the bottom of theage. ~ When the algorithm converges, we have
If the initial distribution p°(v) is strictly positive for any >

li "(v;) ~ p*(v; lim I(p") ~I(p*
0, then asr — oo, the sequence of probability distributions m p"(vg) & p7(vy), -l T(7) A1),
defined by lim " p"(v;)v] ~E,
T( ) s oo j
r r c (v .
P (w)=p (v)—fpr(v’)cr(v’)dv’ (A.2)  whereE, = >, p*(v;)v2. Note that, to satisfy the power con-

straint, the parametershould be chosen such thiat = 7.
satisfies
1) p"(v) — p*(v) (the optimal distribution).
2) [p"(v)v*dv — E,,whereE, = [ p*(v)v?dvis average
signal energy given the optimal distributigfi(v).
3) LetI(p") denote the mutual information generatedily =~ We describe how to evaluate (5) with Monte—Carlo integra-
and letC(FE;) denote the capacity achieved with optimafion. To simplify, we assume that a uniformly distributed PSK

APPENDIX B
CaAPACITY COMPUTATION WITH CONSTRAINED
INPUT FROM FINITE CONSTELLATIONS

s [from s i) o )

& (v) = exp [— JUON 90210 ( [ e dv’) AA -+ log(1 + po?) - } (A3)

K J
¢"(vj) ~exp [ - Z[Aek“f()\k)][e_“g(/\k./ UJQ)] log (Zp"(vl) [e= g( Ak, vl2)]> + log(1 + pv?) - svf]
k=0

=0
c"(v))

;) Zpr(vj)m-

Y
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constellation is used. Similar techniques can be used for othdrereg(y,h) = HiT:_Ol [(1/M) >, P(yilsi, h)]. The last in-

input constellations, such as QAM. tegral in (B.5) can also be approximated by Monte—Carlo inte-
Recall (5) gration in the same fashion as shown in (B.4).
H(y)=- /P(Y) log[p(y)]dy ACKNOWLEDGMENT
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