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Spectrally Efficient Noncoherent Communication

Dilip Warrier, Member, IEEEand Upamanyu Madhagwsenior Member, IEEE

Abstract—This paper considers noncoherent communication piecewise constant over @herence intervathat spans, say,
over a frequency-nonselective channel in which the time-varying several symbol durations. Coherent communication, which
channel gain is unknowna priori, but is approximately constant requires a good estimate of the channel complex gain over such
over acoherence intervalUnless the coherence interval is large, co- . . .
herent communication, which requires explicit channel estimation channels WOUld_ typically require an overhead (e.g., in terms of
and tracking prior to detection, incurs training overhead which Unmodulated pilot symbols) that would be excessive unless the
may be excessive, especially for multiple-antenna communication. coherence interval is large. While noncoherent detection is a
In contrast, noncoherent detection may be viewed as a generalized classical topic in communication theory, the need for efficient
likelihood ratio test (GLRT) which jointly estimates the channel ., n~oherent coded modulation schemes has become particu-
and the data, and hence does not require separate training. The . . . .
main results in this paper are as follows Igrly acute in _recent years, dl_Je tp the explosion of interest in

high-speed wireless communication systems, and the potential

use of multiple antennas to enhance performance [1]-[8]. The
overhead required for channel estimation becomes even larger
for coherent detection in multiple-antenna systems, since the
. ; = channel gain between each pair of transmit and receive antenna

design of signals for noncoherent communication that are .

based on amplitude/phase constellations. These are signif-elements must be measured. Although this paper focuseslon

icantly more efficient than conventional differential phase- frequency-nonselective channels, the results can be applied

shift keying (PSK), especially at high signal-to-noise ratio to frequency-selective channels by converting the latter into

(SNR). Also, known results on the high-SNR performance of g number of frequency-nonselective subchannels by the use

multiple-symbol demodulation of differential PSK are easily ¢ mylticarrier modulation, or by the use of equalizatioAn

inferred from the noncoherent metric. - - . . S

existing multicarrier system using noncoherent detection is the
3) The GLRT interpretation is used to obtain near-optimallow-  Eyropean Digital Audio Broadcasting (DAB) standard which
complexity implementations of noncoherent block demodu- ;a5 gifferential 4-PSK modulation on each subcarrier [10]. The

lation. In particular, this gives an implementation of mul- . . . A
tiple symbol demodulation of differential PSK, which is of results in this paper point the way for potential improvements

linear complexity (in the block length) and whose degrada- N such a system, through the use of more power-efficient am-
tion from the exact, exponential complexity, implementation plitude/phase constellations (Section 1V), and through reduced

can be made as small as desired. complexity multiple-symbol demodulation (Section 1V-B).

Index Terms—Dbifferential phase-shift keying (PSK), differential Attention is restricted in this work to signal design over a
quadrature amplitude modulation (QAM), generalized likelihood single coherence interval. Coding over multiple coherence in-
ratio test (GLRT), noncoherent communication, noncoherent dis- tervals is the subject of future work.
tance. For coherent reception over the additive white Gaussian noise

(AWGN) channel, practical channel codes are now available for
|. INTRODUCTION approaching the Shannon capacity for the entire range of band-

HIS paper presents a framework for signal design for nolidth efficiencies [11]-{13], and a number of coding techniques

coherent communication over a frequency-nonselectif8ve been developed for coherent reception over the Rayleigh
Waded channel [14], [15]. The state of the art for noncoherent

channel. The channel complex gain is modeled as unknowm; L > )
Systems lags far behind, consisting mainly of orthogonal modu-

but constant over the duration of the transmitted signal. Sugh: s . 2 . :
a model is well suited to time-varying channels which arl@tlon (which is not bandwidth efficient) and differential phase-

difficult to track explicitly, but can be approximated well asShift keying (PSK) (which is less power efficient than ampli-
tude/phase modulation). As shown later in this paper, nonco-

herent detection can be viewed as joint estimation of the channel
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are analogous to the signal space concepts that have beemgoarticular, feedback of decoded symbols has been studied
useful in the design of coherent systems. in great detail, although the error propagation characteristics
Our main results are summarized as follows. are not well understood [21]-[23]. In contrast to the somewhat

1)

2)

3)

4)

Noncoherent detection can be interpreted in terms of tﬁg hocapproaches followed previously, the Ilngar complexity
. o : ) : . néar-optimal detector proposed here follows directly from the
generalized likelihood ratio test (GLRT); that is, as join . . . o
L ) LRT interpretation, and can be designed to have an arbitrarily
channel and data estimation. This leads to a geometric . .
. . L small level of degradation from the optimal performance.
view of the noncoherent decision statistics as the mag-C di itiol h int Is) for DPSK with
nitudes of the projection of the received signal on the Itc') llng (O\E)erl g"nu Ipde IC?' erﬁncebln ervta 3) (;)r_ V(;”t i
complex subspaces spanned by each of the possible tr 5 Ip’e Symbo! demodtiiation has been studied in some detal
: . 1-[29]. This topic is not addressed in this paper, since our
mitted signals. . ! X s !
focus here is on signal design within a coherence interval. How-
The asymptotic rate of decay of the pairwise error prolever, as mentioned in Section V, a systematic approach to coding
ability of noncoherent detection on an AWGN channel ifor noncoherent communication is an important topic for future
computed based on the preceding view of the decisigyork.
regions for the noncoherent detector. The noncoherentn contrast to the literature on DPSK, much less is known
metric governing the rate of decay is given by the distanegout amplitude/phase modulation for noncoherent systems,
of the transmitted signal to the boundary of the decisiagith most work to date concentrating on demodulation based on
region, and provides a systematic criterion for signal deymbol windows of size two (analogous to conventional DPSK)
sign, analogous to the notion of Euclidean distance bgnd on the effects of fading channels and diversity [30]-{35].
tween signal points for coherent systems. This prior work did not have the advantage of designing
It is well known that multiple symbol demodulationWith & noncoherent metric in mind (which, as we shall see,
of differentially encoded PSK provides much bettefotivates a modification of the standard differential encoder

performance than conventional differential demodulatid®" @mplitude/phase modulation), hence the anticipated gains
over two symbols (for example, demodulation over H Power efﬂmengy over PSK were not realized. Coding over
block of six symbols provides a gain of about 2.1 dB ovdjuadrature _amphtude modul_atlon (QAM) alpha_bets fo_r fading
demodulation over two symbols for differential 8-PSK)channels wntn_ohere_ntdetectlo_n has been conS|der.ed in [36].
Such block demodulation has complexity exponenti&iréquency shift keying (FSK) is a popular modulation scheme
in the block length. However, the GLRT interpretatioﬁor noncoherent systems, especially since orthogonal signals
of noncoherent detection enables realization of tf@n be obtained for particular parameter values [37]-[42].
performance gains of block demodulation at greatly The properties of the GLRT have been studied from a statis-
reduced complexity. In particular, near-optimal blockical point of view. In particular, for finite alphabets and for a

demodulation of differentially encoded PSK (DPSK) cafearch set consisting of all memoryless channels, the GLRT can
be performed at linear complexity. be shown to be equivalent to the maximum mutual information

. . ) . ) (MMI) estimator [43]. A comparison of the GLRT with the op-
While a straightforward extension of differential engima| maximum-likelihood (ML) estimator is made in [44]. The
coding to amplitude/phase constellations yields pogf| Rt has also been effectively utilized for multiuser detection
performance, a modified block differential encoder thatgfs] [46].
accounts for the noncoherent metric is shown, for rela- o oica| information-theoretic models used for noncoherent
tively small coherence intervals, to achieve better POWE( stems are the compound channel model [43], [47] and the

effici_enc_y than PS.K’ just as is the case for coherent CO'Bock fading channel model [3], [48], [49], which is considered
munication. At high SNRs, a 16-QAM alphabet giVe§are as well

a gain of about 2 dB over 16-PSK for a noncoherent Since the signals in noncoherent detection can be identified

AWGN channel with blocks of six symbols. Further, it 'Swith the complex subspaces they span, design of signals for non-

fﬁ;ﬁl?gﬁ}ﬁi@p;?t'ﬁilrlli;%relggf g%iiregggggs&?é%oherent detection may be viewed as a packing problem in pro-
of DPSK and amplitude/phase constellations (with tr4§ct|ve space. Thus, results on the packing of planes in space,

i . timized according to certain distance criteria, can be applied
:jneotglctltieodn block encoding) approaches that of coherepoﬁ noncoherent space-time codes [50], [51]. Work has also been

done on finding good packings of planes using gradient search

The performance gains from multiple symbol demodulatiomethods [2], [8], [52].
of DPSK were pointed out by Divsalar and Simon [16]. They This paper primarily deals with single-antenna systems.
derive a noncoherent metric for DPSK that is a special casewever, more recent research [53], [54] has revealed tech-
of ours. However, their derivation is based on a Bayesiamgues to use one-dimensional (1-D) codes to get good
interpretation of noncoherent detection, and involves th®ncoherent space-time codes using orthogonal transforma-
asymptotics of the Marcum’s) function, in contrast to the tions. These will be considered in detail in a future publication.
geometric derivation given here. In view of the exponential Section Il contains the interpretation of noncoherent detec-
complexity of multiple symbol demodulation, much worktion as a GLRT, and uses this to obtain reduced complexity
has gone into finding suboptimal procedures for multipleear-optimal detectors. An application to multiple symbol de-
symbol demodulation that are easier to implement [17]-[20hodulation of DPSK is described. The geometry of pairwise
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decision making for noncoherent detection is considered in S&ubstituting back in (2), we obtain
tion Ill, where the noncoherent metric governing the pairwise
error probability is derived. The notion of differential encoding
is generalized to amplitude/phase constellations in Section IV,
and it is shown that a modification is required to obtain good
values of the noncoherent metric. Simulation results for mogs compared to the coherent ML estimate given by

erate coherence intervals are presented to show the performance

of QAM and PSK alphabets in noncoherent systems using the z..;, = argmax ply/z, h] = argmin ||y — \/nzh|*. (4)
suboptimal algorithm. Asymptotic results are presented in Sec- TS ees

tions IV-C and IV-D to show that the performance of nonco- _ ) o
herent detection can approach that of coherent detection foRémark 1: The GLRT decoding rule is independent of the

large coherence intervals. Conclusions are provided and issGBEY ©f the signal, which is given e, For large coher-
for future study identified in Section V. ence intervals, the information in the energy of the signal is typ-

ically insignificant, e.g., see the Shannon-theoretic analysis of a
block-fading channel model in [3].

. =) -

]

ZGLRT = arg max
zCS

Il. THE GLRT APPROACH ANDITS CONSEQUENCES

For single antenna transmission, the received signal over ongemark 2: For the metric in (3)

coherence interval is given by Ny, z)| |y, \z)|
el [z
= h 1 . :
y=izh+n (@) Thus, if there exists a complex scakasuch that botlz and\z
belong toS, then the GLRT rule cannot differentiate between

where them. Hence, the information containedarand Az must be

* yis the received vectar, the same.

» 7y is the SNR,

A distinction has to be made between the coherent ML de-
. ¢ lox AWGN Wit inn 1 — I q tector in (4) and the noncoherent ML detector, which assumes
n1s a vector of complex witiElnn "] = Iy, and ., nowledge of the exact value of the channel state, but does

* hisan unknoyvn complex chanr.1el coefficient. assume knowledge about its probability distribution. The non-

herence interval.

* z is the transmitted vector,

Zye m1. = argmax Ey, {ply/z, h]} (5)
A. GLRT Detection ves
Over the AWGN channel, ML estimation corresponds to miftvhere the expectation is with respect to the assumed distribution
imizing the Euclidean distance between the received and the Ry2. For asingle transmit antenna, the noncoherent ML detector
pothesized signals. The GLRT detector computes the joint M§.identical to the GLRT detector, as long as the channel phase
estimate of the channel and the transmitted signal. Thus, th&(h) is uniformly distributed ovef0, 27| and the signals are
GLRT estimate for the transmitted signal satisfies of equal energy. Indeed, the noncoherent detector considered
here is usually derived under the latter set of assumptions in
R standard texts on detection [55]. For multiple-antenna transmis-
EGLRT = arginax, S‘}Lpp[y/‘”’ h] sion, noncoherent ML detection and GLRT detection are iden-
. 2 tical, for example, for equal energy signaling with the channel
T sl Hﬁf ly = V/neh] ) gains from the transmit elements to the receive element(s) mod-
eled as independent and identically distributed (i.i.d.) circular
whereS is the family of transmitted signal vectors, referred t&aussian random variables [3].
as a codebook. The elements of the vector§ dfelong to an
alphabet denoted byl. The optimum channel estimate, correB. Overlapped Block Encoding

ponding to the inner minimization in (2), is achieved by pro- The original codebookS can be divided into equivalence
jecting the received vectay onto the 1-D complex subspaceciasses, each equivalence class consisting of vectors which are

spanned by as follows: scalar multiples of each other. We denote the set of such equiv-
alence classes k.. Any vector inS, sayz, is uniquely spec-
) ) 1 (y, ) ified by its equivalence class if\,., sayz, and its first element,
argll,}f||?/_ vnzh||” = % )2 say z[1]. This mapping is denoted by = F(z[1], ). The

GLRT decoding rule of (3) can distinguish between the equiva-

lence classes &,,, but not between vectors within an equiva-

2Throughout this paper, boldface notation with lower case letters is usedléq,]ce class irS... Hence (3) can be written as
denote vectors and boldface notation with upper case letters to denote matrices nes !

e.g.,r is ascalarg is a vector, and is a matrix.I;, denotes an identity matrix
of sizek x k. ¥ denotes the conjugate of the transpose of the vactbor a e np— arg max |<?la -'l'>| (6)
setA, | 4| denotes its size. K weSn.  ||z]]
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Information symbols {a,} :

1 -1 1 -1 1 -1 1 -1

Transmitted symbols {b,} :

1 1 1] 1| 1 1|1 -1 1 1| -1 1] 1
Reference Reference
symbol symbol
Case 1 : Non-overlapping blocks of size 2 Case 2 : Overlapping blocks of size 2
(Rate = 1/2 bits per c.u.) (Rate = 1 bit per c.u.)

Fig. 1. Noncoherent detection with overlapping blocks.

Example 1: For N = 2, A = {-1, 1} and uncoded trans- where

mission {bos ooy b1, by oo bay s}
S={{1,1),1,-1, (-1, 1), (-1, -1} and
Sue =9{(1, 1), (1, =1)}. {0, oy UN—1,UN, -+ Y2N_2}
The vectorz = (=1, 1) = F(—1, (1, —1)). In this case, are, respectively,_ the sequence oftransmi'gted and receiyed sym-
F(a, b) = ab. bols. The decoding procedure will not uniquely determine the

bit sequences but will determine the equivalence clasS,of
From Remark 2, onljog, |Suc| bits of information can be that they belong to.
conveyed in a noncoherent setting for every blockathannel
uses. If the channel remains constant over an interval of siZe Differential Modulation
N and varies arbitrarily between intervals, théf#y=<! is the  ag gescribed in Section II-B, a sequence of bits of length

best rate that can be achieved. However, it can be assumegLin |5, | is used to obtain an equivalence classSj, which
practice (e.g., in a slow fading channel) that the channel coeffisng with the first element, determines the modulated vector to
cient remains approximately constant over an interval of 8ize e {ransmitted. Differential modulation provides a simple and
and varies slowly between intervals. Under this assumption, Westematic method for implementing this transformation. The
can consider blocks overlapping by one symbol in the f°"0W”19coming sequence of bits is parsed iff6 — 1) blocks of bits

manner. The source generales, |S;.| bits, which specify the (b[1], B2]. ..., B[V — 1]}, each of sizd®& 15l | g differ-
equivalence class to be transmitted, $ajow, the last symbol ¢ iial modulation scheme. thith modulatgaéymbot[i] i =
from the previous transmitted block, says used as areference; 5  n_qig determin,ed by an operatigia(b[i] m[i,— 1))

symbol along withe to get the new vector to be transmitted, i.e
F(b, ). The first element of this vector is which need notbe oyerse operatiobli] = ga(z[i], z[i—1]) is done at the receiver

transmitted again and hence orfly — 1) additional channel t, get pack the information bits. From Remark 2, a noncoherent

uses are required to transmiug; [Sy.| bits. The rate achieved jiterential modulation scheme must satisfy the following con-

is thus %2 1%l \vhich is an improvement over the rate withougjitio.

log, [Snel H H
over_lap of N and can, In ceg‘t)aerSclases, be equal to the Condition 1: If  and Az belong toS for some complex
maximum achievable rate usidof <2~ (For example, for scalar), theng, must satisfy:
the sets in Example 1, the maximum achievable rate of 1 bit ' '
per channel use is achieved by overlapping as in Fig. 1) Thie(®[il, 2[i — 1]) = ga(Az[d], Az[i —1]), i=1,2,..., N.
improvement in rate comes at no additional cost in terms of dis-
tance properties since the signal set used is the same as the ori

on the previous symbal[: — 1] and the information bit4[:]. The

E_xample 2: For uncoded MPSK modulation,

inal one. However, it relies on the slowly varying nature of thf\z‘ =41, exp j2_7f exp j4_7f exp jQW(M -1
channel. ’ M|’ M|V M ’
At the receiver, overlapping blocks of received vectors are |IS| = MY and |Sye| = MY L

used for detection as follows: The members of an equivalence classSip are obtained by

(Yo, y1, -5 yn—1) ®h(bo, b1, ..., by_1) + 1 taking any one of the vectors in it and multiplying by all values
(YUN—1, UNs - Yon—2) Rh(by_1, by, ..., bay2)+ 1 of A € A. Let m(b) denote the mapping from a sequence of
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log, M bits, sayb, to the corresponding symbol id. Then, 2) Noncoherent step

conventional differential PSK employs Among the candidategi(6), § € ®} choose the one that
R o yields the largest noncoherent decision metric, that is, the
fa, psk (bli], x[i — 1]) = m(b[i])xli — 1] estimatez(®) such that

ga psk (2[i], z[i — 1]) =m ™ (=[] [i — 1]).

We can check thajy, psk satisfies Condition 1 for all values of z (9)
Ne A O=argmax |( Yy, —=— )|
| vce |\ |1z (6) |

Differential modulation schemes fa-QAM are discussed
in Section IV. We now develop a linear complexity decoding
scheme forM-PSK, based on the differential modulationThe complexity of the preceding detector is linear in the resolu-
scheme above. tion L, which is independent o¥. The complexity is linear in

N, which is, of course, the minimum possible complexity ex-

D. Linear Complexity Multiple Symbol Detection of DPSK  pected for processingy symbols. Simulation results show that

Multiple symbol demodulatiofiN' > 2) of standard differ- the loss .in. performaqce frorn.using this procedure as opposed
ential M-PSK gives substantial gains over conventional diffef® the original GLRT is negligible for reasonable values of the
ential detection withV = 2, for M > 2 [5]. However, for Phase resolutiod (e.g.,L = 16 for 8-PSK). o
M-PSK, the cardinality of the search set for the optimization N S€ction IV-B, the notion of differential encoding is gener-
in (6) grows exponentially WithV': |Syc| = M- In the fol- alized to amplitude/phase modulation. In this case, the subop-
lowing, we present a near-optimal linear complexity block déimal algorithm can no longer ignore the amplitude scaling of
modulator for uncoded DPSK. The extension of this concept #3¢ channel. However, as shown in this section, the complexity

more general noncoherent codes is currently under investig& Pe reduced somewhat.
tion. Remark 3:In its pure form, the GLRT requires computa-

In (2) for the GLRT, the exponential complexity occurs betions of exponential complexity, since amplicit estimate of
cause of the maximization ovér. However, if the orders of the the channel is made for each possible transmitted signal. We
optimization are interchanged, we have have useaxplicit channel estimates to reduce this complexity,
thus reducing noncoherent detection/teoherent detectors in
parallel. The key distinction between coherent and noncoherent
dfgtection is, however, that we have no reason to have more con-
. ence in any one of these parallel channel estimates. An in-
For uncoded_PSK, coherent_detecuon can_be done symhol- é/r'esting direction for future research is to attempt to use side
symbol, and is therefore of linear complexity M. The com- information about the channel to reduce the number of parallel

plexity of the outer optimization can be reduced by reStriCtir‘é’oherent detectors, and to adapt the set of channel estimates
the choice of to a finite family, incurring a controlled loss in '

U - .~ " over time. However, the lack of an absolute phase reference (in
optimality Fh.at depe_znds on the granularity (.)f the quantlzatl_onthe absence of training or pilot symbols) implies that it would
The decision regions for co_here_nt detection of PSK are in ill be necessary to employ codes that optimize a noncoherent
pendent of the amplitude scaling induced by the channel. Th

HRetric such as the one in Section I11.
it suffices to consider only the phase distorttbnaused by the
channel. In this case

a h].
sup max ply/z, bl

The inner maximization is now a coherent detection procedu

. [ll. SIGNAL SPACE CONCEPTS
y = iz exp(j6) + n.
Letd be an estimate @ffrom the family®, which is obtained by Every_ decodmg_ rule p_artmons the space of all recel\_/ed
V(a(_:tors into decoding regions corresponding to each candidate

gquantizing an interval of candidate phase estimates. For dem?ransmitted vector. The performance of the rule can be char-

ulation of M DPSK_’ It suffices to quantize the |nter_\,{ﬁ ME acterized by the properties of these decoding regions. We are
because the remainder does not change the estimated equiva- . .

lence class. In this casé. could be chosen as interested in determining a good measure of the performance

’ ’ of signaling schemes under the GLRT decoding rule. Since the

o —140 2m 2n(L —1) channel is noncoherent Gaussian, conditioned on the amplitude

T\ ML ML over the coherence interval, we look at the GLRT decoding
The sizel, of be tuned t h th timal perf regions for the AWGN channel to derive such a measure. The
€ sizeL of & can be tuned to approach the opimal periOl-qjyeqd vector in this case is givenpy= « + n wheren is a
mance as closely as required.

. . vector of AWGN with covariancé[nn*] = 2021 v.
The algorithm proceeds in two steps.

Theorem 1: For an AWGN channel, in the high-SNR regime,

1) Coherent step o " .
. the pairwise error probability for the GLRT decoding rule de-
For each phase estimafe € @, perform symbol-by- caySexponentiallypwith SNI%/, that is, 9

symbol coherent demodulation based on the phase-cor-
rected received vectgyexp(—j6). This yields an esti-

matez(f) for the transmitted vecta. lim 20°log[P(& = x2/2 = x1)] = —d*(21, 2)

g2—0
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wherez is the estimated signal vector aiide, , 22) denotes the Sxa
shortest distance from the transmitted sigeato its decoding
region boundary and is given by

Estimate = x5 <yxis| | j<y.xa>

331”2 <£17 $2> —
d*(zy, T2) = | [1—|p]] and p= %2 (7) P vo
2 [ [[[|2 ]l )
The proof appears in Appendix A. \ Estimate = x;
Further, for any SNR, the foIIowip_g theorem holds for the . A, )
Chernoff bound on the error probability. \\?ﬂt‘) ./2
Theorem 2:For an AWGN channel, under the GLRT de-  “~ Su

coding rule, the pairwise error probability is bounded by
Fig. 2. Signal space geometry.

1+ |pl
2|p|

d2 (.’L‘l, .'112)
202

P@=m/z=a)< P [ } ® The following result holds for the coherent distance, in relation
to the noncoherent distance.

The proof appears in Appendix B. Proposition 1: For any two vectors; andzs

These results motivate the consideration of this distance as
a measure of the performance of a signaling scheme under the e (@1, 22) < door, (21, 22).
GLRT decoding rule.

An intuitive picture is presented in Fig. 2, which can be ex-  Proof: Equation (11) can be expressed as
plained as follows. Denote the 1-D subspaces spanneth by
andz to beS,, andS,,, respectively. Further, |ét,;, be the ;2 (T, T2) = L
minimal angle between any two vectors picked from these tw”" 2E,
subspaces. Then llz1]|? + ||22])? <1 _ Re,[(z1, 29)] )

e ( .

X
2 [[21]]* + [|22[%)/2
cosfo = [EL T2 . o N
= 1 2| The desired result is obtained by comparing individual terms
above with those in (9) and using the following relations:

and the square of the distance framto the decoding region sl = [lza]2

k 21 ]| + ||22 .
boundary is then e RN

. T 2 + ||2 2
d*(x1, T2) = ||:1:1||2251n2(9min/2) M > ||z |ll22]|
_ { s, mq _ and
2 a1 [ [|2]l

Rel[(z1, #2)] < [(21, 22)|.

Whenz, is sent, the distance i§z2, ;). In general, the goal
of signal design is to control the minimum of the two distance
(normalized by the bit energl;,) given by

The two distances are equal only when the inner product
x1, x2) is real and the signals are of equal energy. Hence,
noncoherent signal design can yield quite different results from

. 2 2 those obtained by coherent signal design. However, from the
min (|| []*, ||| ]<1 e, wa)l) ©)

A2 (x1, T2) := 5 proposition above, itis clear that signals designed using the non-
b

coherent metric will provide the desired performance even when

. : . _the channel is known and coherent detection is employed. The
For a given codebool§ and the corresponding set of equiva- . . .
; converse does nothold, i.e., signal designs based on the coherent
lence classes$,., the performance measure in a honcoherent . . . .
SR . metric are not necessarily amenable to noncoherent detection.
setting is given by the worst case distance

[+l ]2]]

A. Applications to DPSK
min_ d2 (1, 2)

21, 2 ESne The distance measures obtained in the previous section can
) minf||z1||?, ||Jz2]|?] (@1, T2)] be used to evaluate the performance of multiple symbol demod-
= g, { 2F, < - ||a:1||||a:2||>}' (10)  ylation of DPSK. The results in this section have been previ-
ously derived in [16] and [56] using a more complex approach
The distance corresponding to (9), for coherent detection,ifyyolving the asymptotics of the Marcumig-function. Simi-
given by larly, results for the noncoherent distance for continuous phase
modulation (CPM) signals have been derived in [34]. Our pur-
pose here is to demonstrate that the results for equal energy sig-
nals can be evaluated as special cases of (10).

1, T2 ESnc

deon (@1, T2) l]|? + [|z2]|* — 2Re[(z1, 22)]). (11)

1
= 15,
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In Appendix C, it is shown that the minimum in (10) for arlations in this manner helps realize the potential performance

M-PSK alphabet is achieved by the pair gains of QAM over PSK.
First, a differential modulation scheme, analogous to that for
z={L,1,....,1, 1} (12) M-PSK in Section II-C, is proposed fd#-QAM alphabets as
m follows. TheM-ary constellation4 is divided intoN,, subcon-
and stellations, such that each subconstellation is a (possibly offset)
N,-PSK alphabet and/ = N,N,. Out of thelog, M bits
. 27 used to label a symbol, the firkig, N, bits are used to label
=L L Lexp [JM} : (13) " the subconstellation and the remaining, N,, bits are used to
(N—1) times label each point within it. This labeling is shown for 8-QAM
) ) ) ) (N, =2, N, =4) and 16-QAM(N, = 4, N, =4) in Figs. 3
The following conclusions result from this observation. and 4, respectively.
1) For M = 2 (differential BPSK) Information is encoded in the transitions between symbols as
follows. Let the previous symbol have a bit labelingf length
da (@1, &) =1 log, M bits parsed into two partg ands, of lengthlog, N,
andlog, N, respectively. Also, let the information bit sequence
independent ofV for all vV = 2. beb of lengthlog, M bits parsed into two partg andb,. Then,

Remark 4: In terms of error exponents, there are no gairf§€ next symbol is given by
in increasing the window size beyordd = 2 for differential
BPSK. 7= fa.qam(b, 8)
2) For large values oV = (b1 @81, (b2 + 82) mod Iy)
o L where® denotes the bitwis&OR operation. Some examples
lim &2 (&1, &2) = log,[M]sin [M} of differential modulation using this scheme are presented in
Fig. 5. This provides a natural extension of differential PSK to
which is equal to the distance obtained by coherent deteonplitude/phase modulation. It can be checked fhagan sat-
tion using anM-PSK alphabet. Meanwhile, faF = 2 isfies Condition 1.
(conventional differential detection) We wish to generate a codebook consisting of vectors with
elements drawn from this QAM alphabet. For PSK alphabets, it
d2 (%1, T9) = 2log,[M]sin? [i} . was assumed that all possible vectors are included in the code-
2M book (hence|S| = M), but the following example illustrates
Sincesin[ ] ~ 2sin[;%-] for large M that a codebook with all the possible vectors from a QAM al-
phabet has poor noncoherent performance. For the rest of this
section, we focus attention on an 8-QAM alphabet as in Fig. 6.

N=2 Example 3: ConsiderN = 4 and an 8-QAM alphabet with

. . L ro = 1,7 = 2. Let
Remark 5: There is a gain of about 3 dB in using large values

of N over conventional differential detection éf-PSK for #1=1{1,1,1,1} and & = {1, 1, 1, 2exp(jn/4)}.
large values of\/.

limm dfw(.’i‘l, 532) ~ 2d12w(.'i1, .'i‘z)

N—oo

o rm =\ . .
In the next section, the noncoherent metric is applied to obtﬁnendnc(wl’ @) = 0.2443, which compares poorly with

new results on the design and evaluation of signals based on . 2
. . min  di (21, £2) = 0.3391
amplitude/phase constellations. 21,22 CSne

IV. DIFFERENTIAL AMPLITUDE/PHASE MODULATION wheresy consists of vectors of 8-PSK symbols.

QAM alphabets are known to be more energy efficient than AN intuitive gxplanation for the.poor'performance of uncon-
PSK for coherent systems, especially at high SNR. In this sédtained QAM is as follows. The signgj is of low energy com-
tion, we demonstrate that this advantage is applicable to ndred to the other signals, so that it has a very high probability
coherent systems as well, by using the noncoherent metricoihbeing decoded wrongly, irrespective of its correlations with
Theorem 1 as a guide to signal design based on QAM caiber signals. This suggests that the signals in the codebook have

stellations. QAM_ alphabets for systems with unknown phase"An approach similar to our Gray labeling based approach for partitions of
have been considered before [22], [23], [30], [31]. HoweveQAM constellations is used by Weber [33]. However, in Weber’s work, the

our use of the noncoherent metric enables us to identify cdigarest neighbors are selected based on the Euclidean distance. This leads to
e division of the signal space into pie-shaped sectors, where each sector is la-

s:tra}nts necessary for QAM constellations and for the parbéled using a subset of the information bits and signal points within each sector
tioning thereof. We demonstrate that the use of QAM consteke labeled using the remaining bits. Our identification of the worst case vectors
based on the noncoherent metric gives us a better division of the signal space.
3While the term QAM is generally reserved for alphabets with signal pointdote, for instance, in Fig. 8, that the first two bits are common for the outermost
at the corners of squares, the term is used in this paper to mean any modulatiorie, the two middle semicircles, and the innermost circle. Such a division is
scheme with both amplitude and phase information. not possible using pie-shaped sectors.
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ah
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11 10 11

01 01 00

00

Subconstellation 0 Subconstellation 1

Bit labeling

Fig. 3. Bit labeling for an 8-QAM alphabet.

to satisfy certain minimum energy constraints. The need for en-For the second block, the reference symbdl1li80}. By the
ergy constraints is quantified in Section IV-C using asymptotencoding procedure
100 001

results. _ _ _ 100 2% 000 2% o1 2% 11

We consider the following method for implementing the en-
ergy constraint. A vector of symbols is constrained to have at ! ! !
least[£] symbols from the higher amplitude level. This con- 1 lexp(jn/2) lexp(j37/2).

straint is easily implemented since, if a given vector does nphis block does not satisfy the minimum energy criterion and,
satisfy the constraint, one that satisfies the constraint can be pbnce, all the amplitude bits are flipped to give
tained by simply inverting the amplitude bit. {100, 101, 111}

Example 4: Consider two blocks of N — 1) information < {2exp(jr/4), 2exp(j3r/4), 2exp(jTr/4)}
symbols with’V = 4 and an 8-QAM alphabet withyg = 1

andr, = 2, as follows: as the signal vector to be transmitted.

If the reference signal for the first block and all the transmitted

{001, 110, 001} and {100, 001, 010}. signals are decoded correctly, the decoded information bits will
) be
Let the reference symbol for the first block ¥800}. By the
differential modulation procedure above {001, 110, 001, 000, 001, 010}
001 110 001
000 = 001 - 11 - 100 Comparing with the original information bits, it is observed that
| | | one bitis incorrectly decoded because the energy constraint had
Lexp(j7/2) 2exp(j7m/4) 2exp(jm/4.) 1o be satisfied at the encoder. Hence, the first amplitude bit of

every block has to be ignored, resulting in a loss of ratﬁ; dfit
per channel use, as a result of the energy constraint.

{Lexp(jn/2), 2exp(jTn/4), 2exp(jm /4)} The rate obtained for ak/-QAM alphabet with overlapping
satisfies the minimum energy criterion and can be transmittepcks and a coherence interval lengtt\ofin terms of number
as is. (Note that overlapping blocks can be used as descril§é®its per channel use, is given by
in Section II-B. Hence, onlyN — 1) symbols are transmitted logy (M) — £, N odd
and the last symbol of the previous block is prefixed to each R = . N o alN{ N
transmitted block for detection purposes.) ~ [10%2 (M +2 (N/Q)) - 1} ,  Veven

The resulting signal vector
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00 01
01 00
01 00
10 11 3
10 11
Constellation 01 Constellation 10 Constellation 00
01 00
10 11
Constellation 11 Bit labeling

Fig. 4. Bit labeling for a 16-QAM alphabet.

compared to a rate dbg,(M) for an uncoded/-PSK con- A. Gray Bit Labeling

stellation. The loss in rate (approximate?ly asis seeninthe g far, we have considered strategies to minimize the prob-
example above and in the expression for the rate) due to the gfjjiry that one codevector is mistaken for another. However,
ergy constraints is, therefore, negligible for large values'of i en that a demodulation error occurs, the number of bit errors
~ For N =6 and an 8-QAM alphabet, the worst case vectorgan e minimized using Gray bit labeling. Examples of Gray
in terms of the noncoherent metric (found by exhaustive seargf) labeling are provided for PSK and QAM constellations in

are Figs. 7 and 8.
{1, 1,1, 2exp(jn/4), 2exp(jw/4), 2exp(jn/4)} (14) Note that the Gray bit labeling gives a different result from
and the bit labeling for differential modulation (called “differential

. . . . labeling” for short). (Compare, for instance, the bit labeling for
{11, 2exp(j/4), 2exp(jn/4), 2exp(jr/4), 2exp(jm/4)}- 8-QAMin Figs. 3 and 7.) The difference is owing to the different
(15) philosophies associated with the two schemes.

The distance corresponding to this pair affords a further im-
provement of about 0.65 dB over 8-PSK wif = 6. (For

a 16-QAM alphabet, finding the worst case vectors involves
a computationally intensive search. We rely on actual channel
simulations, instead, to evaluate performance.)

Thus, QAM alphabets can be used with certain power con-
straints toimprove upon the pgrformance of PSK alphqbets. The {1’ 1, 2exp (_jﬁ) 2exp (_jﬁ)}
theoretical results obtained using distance arguments in this sec- 4 4
tion are substantiated using simulation results in the following < {000, 000, 100, 100}
section. and

1) Gray labeling is intended to reduce the difference in the
number of bits between the representations of two equiv-
alence classes i, that are close by the noncoherent
metric. For example, for 8-QAM an&/ = 4, a worst
case vector pair is given by:
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Differential modulation for 8-QAM and 16-QAM.
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(2o () 20 (—57) 20 (-57)}

< {000, 100, 100, 100}.

Thus, the difference in representation is in only 1 bit for
the worst case vectors. However, vectors within the same
equivalence class may have bit representations by Gray
labeling that are quite different and a connection between
them is not obvious. For example, for 8-PSK a¥d= 3

3
{1, exp (Jg) , exp <J§)} — {000, 001, 101}

and
{exp (Jg) , exp(jn), 1} — {001, 110, 000}
belong to the same equivalence class, but the relation be-

tween the bit representations for the two vectors is not
clear.

is not an issue, the ideas of overlapped block encoding,
differential modulation, and energy constraints can be
thought of just in terms of the complex symbols and the
modulation labeling scheme can be dispensed with.) Vec-
tors within the same equivalence class have very similar
representations by this labeling. For example, for 8-PSK
andN =3

T 3
{1, exp (‘75) , exp <‘7?>} = {000, 010, 110}

and

{exp (Jg) , exp(jn), 1} < {010, 100, 000}

belong to the same equivalence class and adding
010(mod 8) to each of the bit representations in the first
vector gives the second vector. However, equivalence
classes that are close in the noncoherent metric may be
very disparate in bit representations, thus causing a large
number of potential bit errors for a worst case symbol
vector pair. For example, for 8-QAM amd = 4, a worst
case vector pair is given by

{1, 1, 2exp (—j%) . 2exp (—j%)}
— {000, 000, 111, 111}
and

{t2ew () 2o () 20w (7))

«— {000, 111, 111, 111}.

Thus, there is a difference of 3 bits in the representation
as opposed to just 1 bit for Gray labeling.

Differential labeling is purely a matter of conveniencen order to gain the benefits of Gray labeling, while preserving
used to get simple implementations of the ideas of ovehe simplicity of implementation due to differential labeling, we

lapped block encoding, differential modulation, and erconsider a communication system with a block diagram repre-
ergy constraints. (Indeed, if simplicity of implementatiorsentation as in Fig. 9 for our simulations. Raw information bits
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B. Simulation Results

The suboptimal scheme of Section II-D can also be extended
for the case of amplitude distortion introduced by the channel
for QAM-type alphabets. However, the unbounded set of all
possible amplitudes cannot be substituted by a set of finite am-
plitude estimates without significant loss of optimality, unless
some estimate of the SNR over the block is available. Hence,
we consider a decoder that works in two steps and is very sim-
ilar to the decoding procedure for PSK in Section II-D.

1) Coherent step

, Choose a possible realization of the amplitude bits and

0111 a phase estimate. For the chosen amplitude realization
: and phase estimate, perform symbol-by-symbol coherent

demodulation on the received vector to obtain an estimate

of the transmitted vector.

Fig. 8. A 16-QAM alphabet with Gray bit labeling. 2) Noncoherent step

From among the candidate estimates (one for each phase
are first parsed and reverse Gray co8ethen, we obtain the estimate and amplitude realization), choose the one that
differential labeling, which is used to implement energy con- yields the largest noncoherent decision metric.
straints and to do overlapped block encoding. At the receiv . . . -
after demodulation, we get the differential labeling of the equi\(/?:rhe complexity of the algorithm is exponential in the number of

alence class, which is Gray coded to get the estimates of thesl,Hpcon§tellat|on§\7a (but not in the total alphabet S'ZM)'. A .
formation bits. comparison of the performance of 8-QAM and 8-PSK in sim-

Ioations using the suboptimal algorithm (with a resolution of

While the preceding scheme is general enough to applyg o )
. . ], = 16 for the channel phase shift) is now presented. The ratio
both QAM and PSK constellations, it reduces to the followin f the amplitudes(;j—;) used for the 8-OAM alphabet can be

standard implementation for DPSK. . ) )
tuned to provide the optimal performance for a given coherence
1) Map the information bits to a sequence of PSK informanterval. For the simulations presented here, the ratio was main-
tion symbols{a[i]} using Gray coding. tained at;j—; = 2, which is near-optimal for a large range of
herence intervals.
For the AWGN channel, the bit-error probability exhibits the
following behavior:
The multiplication operation involved in the differential mod- N T o
ulation performed in Step 2) is equivalent#RCLUSIVE-OR of 7,1520 n log P, awan () = —dye (16)
the bitwise representation of the PSK symbols using a natuveteren is the SNR. Thus, the distance in (10) determines the
labeling. Step 1) can, therefore, be interpreted as reverse Gagymptotic slopes of the curves in Fig. 10. The probability of a
coding, mapping from the information symbols to the naturaiit error for 8-QAM is noted to decay faster with SNR than that
bitwise representation of the PSK alphabet. for 8-PSK, as predicted by the distance values.
The disparity in performance between QAM and PSK alpha-
bets can be seen more clearly from the case of 16 signal points.
STraditionally, the Gray coding procedure refers to the conversion from the standard 16-QAM constellation as shown in Fig. 8 is com-
natural bit labeling to the Gray bit labeling, e.gxp(j Z) or 010 — 011 and - . LT
exp(jm) or 100 — 110 for 8-PSK. So, the reverse procedure, which is done fared with a 16-PSK constellation. An energy constraint is im-
the encoder, is referred to as reverse Gray coding. posed upon the vectors from the QAM alphabet that ensures that

2) Generate the transmitted symbols using differential mo&°
ulation asz[i] = z[i — 1]a[¢].
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TRANSMITTER
Raw information Reverse Gray Bit labeling Modulation and appln. Modulated
—_— e
bits coding for diff. moduln. of energy constraints symbols
Noncoherent
channel
Estimates of X .
Gray coding Bit labeling Block symbol Received
raw information bits from diff. demoduln| demodulation vector
RECEIVER
Fig. 9. Block diagram for a system implementation.
100 T T T T T T 100 T T T T T
— 8-PSK (N=6) — 16-PSK {N=6)
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Fig. 10. Bit-error probabilities for 8-QAM and 8-PSK alphabets (AWGN). ';irg'_lé') Bit-error probabilities for 16-PSK and 16-QAM alphabets (AWGN,

the number of elements from the lowest amplitude level in any . .

vector is no more than the number of elements from the highes!n the next SeCt'O'f" theoretical results are presented o ShQW
amplitude level. A valid codeword can be obtained from an iﬁhat the coherent gain of QAM over PSK can be rer_;lhzed evenin
valid one by simply inverting the first bit in all of them, as wa§he noncoherent case as the coherence interval size gets large.
done in the 8-QAM case. Gray labeling is used to minimize . )

the bit-error probability for both 16-QAM and 16-PSK. Fronf-- ASymptotic Results for the Noncoherent Distance

the curves in Fig. 11, it is observed that 16-QAM affords an We present asymptotic results in this subsection and the next
improvement of 2 dB over 16-PSK at high SNR, which is ththat prove that, as the coherence interval gets large, the perfor-
regime of interest for such large constellations. mance of noncoherent detection can get arbitrarily close to that
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of coherent detection. In particular, it is shown that the non-  With the application of our minimum energy criterion, the
coherent distance (which, in general, is less than the coherent all-ones vector is removed. Now, for an 8-QAM alphabet,
distance by Proposition 1) approaches the coherent distance for the minimum asymptotic distance (normalized) can be
large N. In the next subsection, it is shown that, for the block shown to be
fading channel model [3], the information rate for noncoherent I ; 2

. . |1 — exp(jdn /M)|".
detection approaches that for coherent detection for large co- 4E, o )
herence intervals. Together, the communication-theoretic and  1he evaluation of this minimum distance shows that the
information-theoretic arguments imply that even for large co- ~ asymptotic gain obtained by using 8-QAM over 8-PSKiis
herence intervals (for which separate channel estimation fol- about 1.35 dB.
lowed by coherent detection does not require excessive overThys, for an entire class of alphabets, the noncoherent

head), signal designs based on the noncoherent metric shoyiidance asymptotically approaches the coherent distance. This
give performance competitive with those designed for cohereyéneralizes earlier results [16] on the relation between the

communication. _ _ noncoherent and coherent metrics for PSK alphabets.
The worst case vector pair for PSK (as given by (12) and (13))

and those for QAM (as given by (14) and (15), for instance) hal® Asymptotic Results for the Block Fading Channel

the following common property. They can be parsed into smaller), 1his subsection, we investigate the block fading channel
parts which are scalar multiples of each other, i.e., they can @ e| for slow-fading channels and show that the information
written (after a rearrangement of elements, if necessary) as rates per channel use are asymptotically the same for coherent

TN = [Zg; TN_k] Un = [Ur; Un—z] and noncoherent detection as the coherence interval becomes
where large. , _
Consider a system withV; transmitter antennae and one re-
IN_k =¥y and z = Siy ceiver antenna. (The case of multiple receiver antennas can be

treated easily as an extension of the theory developed here.)
for some complex scalars and 3 independent ok such that Under the block fading channel model, the transmitted signal
lo| > 1 and|3| > 1. The vectorseg, ¥, are of lengthk and from each antenna is multiplied by a fading coefficient and,
Zn_k, Yn_i are of length(V — k), where the length remains  then, summed up at the receiver antenna along with AWGN. The

constant whilelV increases. . . fading coefficients are mutually independent circular Gaussian
For such vectors, the following connection exists between thgndom variables. Further, they are assumed to remain constant
Euclidean distance and the GLRT metric. for the coherence interva¥, and, then, change to independent
Theorem 3: If new values.
Ek Mathematically
lim — =0, i.e., k=o(N) 7
N—oo [N y=,/~Xh+n a7
N,
then H t
: 2 _ e — agel? where
i [due(@n, Yn)” X o] = 1 : « X is the transmitted signal matrix of si2é x N, with the
. o ) energy constraint
Thus, in the asymptotic limit, the noncoherent metric and ExHY
the Euclidean distance are equivalent for such vector pairs. The Trace Q <1
proof is presented in Appendix D. N x Ny

The following remarks follow from this result: « his the vector of channel coefficients of sig x 1 which
are zero mean, circular Gaussian wigfhh™] = I, ;

* nis avector of AWGN of sizeV x 1 with E[nn!!] = Iy;

« y is the received vector of siz&¥ x 1; and

1) For anM-PSK alphabet, the asymptotic distance is given

by
1 2w 2 1 2r » nis the SNR.
—1—explj— =—11—-cos| — . .
4 M 2 M The mutual information betweeX andy for the coherent

which is the same as the coherent distancélfePSK.  and noncoherent cases are respectively given by

2) For an 8-QAM alphabet without any constraints, the e =1(X;y/h)
vector pair of I =1(X; y)
(1,1,...} and {1, 2exp(jn/4), 2exp(ju/4), ...} and the corresponding achievable rates per channel ugg/afe
andI,./N, respectively. We now compare these quantities for
large values of the coherence intervél (see also [48]). The

gives a normalized asymptotic distance of

1 1 2 following relations hold:
4E, 2exp(jm/4) I(X; y/h) =1(X, b; y) — I(h; y)
which evaluates to a lower value than the corresponding =I1(X;y)+1(y; h/X) - I(h; y)
distance for 8-PSK. This reiterates the need for energy s,
constraints on signals constructed using the QAM al-
phabet. I, — 1, <I(y; h/X). (18)
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The left-hand side of the inequality in (18) gives the loss in irside information and specific signal structure are subjects for
formation from using noncoherent detection as opposed to dorther investigation. Noncoherent detection is of particular in-
herent detection. The inequality says that this loss is no mdegest in the multiple-antenna case, where channel estimation
than the amount of information carried by the channel stateay incur a significant overhead. Extensions of the techniques
(h) about the received signéy) that cannot be obtained fromconsidered here to the multiple-antenna case will be presented
the transmitted signdlX'). Our next step is to prove that thisseparately.
extra information becomes negligible as the coherence intervaWhile noncoherent communication may well be the only
N gets large. practical option for channels with rapid time variations, we
The term on the right-hand side in the inequality in (18) caspeculate that, in general, it is a good approach to detection
also be viewed as the mutual information of a coherent “dua¥en for channels with slow or no time variations. In particular,
channel, which hak as the input anX as the channel responsethe results of this paper show that design based on a nonco-
This mutual information is maximized whanis special com- herent metric provides good performance even when (complete
plex Gaussian (see [1] for details), so that or partial) channel information is available. For example,
N oon Proposition 1 implies that the pairwise error probability for a
I.-ILi.<E {108‘ [det <—7Nt X X)} } - (19) given pair of signals can only improve if channel information is
¢ available. Further, it is shown in Sections IV-C and IV-D that,

Denoting the eigenvalues X by {\;; i = 1,..., N;} for large coherence intervals, the performance and capacity
and using Jensen’s inequality of noncoherent communication approaches that of coherent
n " systems. However, there are two main obstacles to realizing the
E {bg [det <INt + N, XX )} } promise of noncoherent communication:
Moo n 1) Noncoherentdetection is typically more complex than co-
=N Z N, E {k’g <1 A )} herent detection (e.g., for linear modulation, block non-
=1 ) coherent demodulation is more complex than symbol-by-
< Nylog <1 n . ﬁt: iE[&]) ' symbol coherent demodulation).
Ne i N 2) In coherent communication, systematic design principles
By the energy constraint ok that attain information-theoretic limits are now available
" N, [57], at least for the classical AWGN channel. However,
EX"X]\ _ 1 ding for noncoherent communication has
Trace = Z E\] <1 progress on coding f .
< N X N ) N x Ny been largehad hocin its nature, typically based on stan-
Thus, dard differential demodulation followed by standard dif-

ferential decoding.

. n H ) n
E {103 [det <I’\’t T MXX )} } < Nilog <1 TN N) * Thus, important topics for future investigation include reduc-

t
tion of detector and decoder complexity in noncoherent systems,

Substituting in (19), we have X ) X
gin (19) and coding (over multiple coherence intervals) for noncoherent

I.— I,. < N,log <1 + N) communication that approaches the Shannon capacity of impor-
Ny tant channel models, such as the block fading channel consid-
which yields ered in Section IV-D. An approach that may be promising in this
[ regard is the use of turbo-like codes, in conjunction with joint
lim =S—"2¢ — . noncoherent demodulation and decoding using iterative tech-
N=oo niques, as in [26] and [28].

This implies that, while noncoherent detection may be most
useful in practice for small coherence intervals, codes designed APPENDIX A

for noncqherent detection will perform well even for large co- o nDS ON THE PAIRWISE ERROR PROBABILITY FOR AN
herence intervals. AWGN CHANNEL

V. CONCLUSION The proof for Theorem 1 is provided here.

. i , i We first evaluate the distance from the signal paipto its
The geometric interpretation of noncoherent detection V'aﬂa‘écoding region boundary. This distance is given by
GLRT gives insight into the form of the decision regions, and '

the noncoherent metric identified thereby provides a systematic 9 B { Ny, z2)| [y, x1)] }
: T : nf [jy — 2|7, whereT = < y: >
framework for signal design within a coherence interval. In pager ||lz2]| || |
ticular, the generalization of the notion of differential encodin

to QAM constellations enables power- and bandwidth—eﬁ‘icieﬁt v
transmission for time-varying channels with high SNR. It wal
shown that the complexity of noncoherent detection could be re-
duced by approximating it by a number of parallel coherent de-
tectors. Extensions of these ideas that take into account charthehce,s = 0 for the optimaly.

= 8 + 8 wheres is in the span ofe; andz, and s is
erpendicular to it, then

ly — 21l = |8 — 2 |1* + [|3]]*.
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Let e; represent the unit vector in the direction sf for Sxa
¢ = 1, 2. Now, if y = «ae; + ez, Wwherea and /3 are com-
plex scalars, then, after some algebra, it can be shown that the
following relation holds:

[y, e2)|” = [(y, e))|* = (1 = [7[HBF = [a]®)  (20)
wherep = (e1, e2). Thus, the original problem reduces to

Estimate = x5
B + e1w, 4e3)

e

inf| ||lover + Bea — |21 ||er])?. Estimate = x;

|l <8I d(x1. %
( 1 2)
Solving, using Lagrange multipliers, the optimal values are
Sy
= éllz‘lll 21) ¥ .
B = le” lo] (22) Fig. 12. Signal space geometry.
and
§= 1||."71|| <61 + ﬁ@) ) (23) wheree; > 0. Then, from (20), the following strict inequality
|l holds:
The minimum distance is given by ™ 1. e < [ia( ). el
2 ?/61707‘31 < y€170732-
d2(a:17 ;1:2) = ||-T1|| <1 _ M) (24)
2 [l [l By the continuity of the inner product in its arguments, we can

as required. find a ball of radiusie, (Wherees; < ¢;) aroundy(e;, 0), de-
We can derive an upper bound on the error probability (am@ted byB(y(e1, 0), 4e2), that is inside the decoding region for

the error rate) by noting that an error will only occur if the noisg,, or

vector has energy larger than the squared minimum distance ob-

tained in (24). Accordingly B(y(flv 0)7 462) C {y: |<?}, 61>| < |<?}, 62>|}-

. Al .
Pl(& = za/z = 21)] < Pllly — 21|* = & (21, 22)] S0, since . 2 2
P(z1, 22)\ "= [0 (21, 22)/(20%)] lly(ar, a2) — yler, 0)||7 = | — ea|” + |z
P <_ 202 ) z_% ! - () e have
Evaluating the error rate {yla, as): |ag — e1] < 2¢2 and|as| < 2¢0}
limsup 202 log[P[(& = z2/x = 21)]] < —d*(z1, z2). (26) C Bly(er, 0), de2) € {u: (g, e1)| < |(, e2)|}.

a—0

Finally, for a received vectog(«y, «2), the components of

For alower bound on the error probability, we use aparticulszlbISe alongw andw are, respectivelyd(z1, z2) + a; and
error event (noise along the minimum distance direction) wh|c ’

. Thus,
is most likely to happen in the asymptotic regime and has an
error rate close to the squared minimum distance. Pl(z=z2/2=121)]
Let w denote a unit vector in the directidiy — z1), as in > Pllag —e1]| <26 and || < 2¢6s]
Fig. 12, given by =P[|(n, w)—d(z1, T2)—e1| <2 and |(n, w)| < 2¢y)
w— ng_—zi) > P[|Re((n, w)) —d(z1, 22)—e1| < e
(“IH’E ‘”ﬁ) o] and |Im((n, w))] < e» and |(n, wb)| < 26]
1 Sotie @) =PlRe((n, w)~d(a1, z2) 1| <eo)

T 2d(zy, m2) ' 2d(z, 72) |o|

< B <
andw denote the vector perpendicular to it in the spae;of x PlIm({n, )| < eo] x Pl[(n, w™)|<2e]

andey. Only the noise components in the spanzgfand z - <Q {d(wl’ x2)+61_62} o) {d(xl’ x2)+61+62D
need to be considered, and, hence, we can assume, without loss g g
of generality (w.l.0.g.), that the received vector is of the form % (1_2Q [F_?D % (1_2Q [F_?D

g g

- 1

a1, o) =Y + oy w + asw .
Ylag, az) ==Y+ 2 | whereQ[z] = [7° #1277 exp(—%) dt.
for some values ofr; andc,. We now consider a vector ob-  gya|uating the error rate

tained by a slight perturbation frogninto the decoding region

for zo, given by lim inf 202 log P[(& = x2/x = 71))
y(€17 0) :@ + ew > lim inf 20_2 108 <Q |:d($1, 3'2) + €1 — 62:|
_ ||‘T1|| 1— €1 e ag—0 o
R d(z1, x2) ! _Q |:d($1,$2)+€1+62:|>
l|lz1ll p €1 o
T ol - d(w1, %2)) @ = — (d(z1, Z2) + & — 2)°
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usinglim,, o —w% log Q[x] = 1. Sincee; ande; can be made we only need to find a paiee; , £2) such that(z;, 2)| is max-

arbitrarily small imized
- - 2 . oo _ 2
11}7rl_1>%)1f 20 10gP[($ = ﬁz/ﬁ = ﬁl)] Z —d(ﬁl, .'l'z) . (28) |<:,';.17 .'l‘2>|2 — | eXp[j(el _ (/)1)] 4o eXp[j(th _ (/)N)] 2
Combining (26) and (28) N N
hlrb 202 log P[(& = x2/x = 11)] = —d(x1, 22)* =N+2 z; Zl cos[oy — o]
o i=1 j=i+
as required.

wherew; = 6; — ¢; is also of the form?z: k=0, ..., M —1
for all <.
Sincez; andz, are not equivalent, not all; are equal ta@.
In order to maximize the inner product under this condition, it
suffices to have

APPENDIX B
AN UPPERBOUND TO THE PAIRWISE ERROR PROBABILITY
USING THE CHERNOFFBOUND

The proof of Theorem 2 is provided here. 9
If 2, is the transmitted signal, a decoding error is made if ar=ay=--=ay 1=0 and ay = M
there existxs € S such thatey # 2; and
Thus,
(. 22}  |(y, z)] )
leall = el =il L
The pairwise probability of error is, then, given by g (N—1) times
an
X9 2 & 2
Py o) I\ ) 20/ y=z1+n|. . 2r
H< o] | o) / b= AL Lo i
N 2 M
By the Chernoff bound, an upper bound to this probability is (N—1) times
given by achieve the minimum value ef,.(z1, &2) for 21, 22 € Sp..
. Xo 2
g%E expi A ‘<w1 + n, m> APPENDIX D
= 2 PROOF OF THEASYMPTOTIC EQUIVALENCE OF THE GLRT
z \|? METRIC AND THE EUCLIDEAN DISTANCE
‘<w1 M (E2Y] > " The proof of Theorem 3 is provided here.

For a fixed value of\, the expectation above gives Assume, w.l.0.g., that

1 x| llz1 || A(1 — 2X02)(1 — |p|?) [E2S
1= 4X20%+4X%0% |2 1 — 4N 143204 |2

<llyn

The GLRT metric of (9) then simplifies as follows:

if (1 — 4\20% 4+ 4)20%|p[2) > 0. Using d 2y = o Jonlllndl = low, gyl
. nc(xNv yN) X Ly = 2”?} 12 14+ [{en, ¥n)l ’
N [P

A= ——7———
202(1 +|pl)
an upper bound to the probability of error is given by

1+ |p| ol L [l )1*(1 = |ol)
20p] 202 2 '

Simplifying individual terms
2 =lallll* + 181 lgn—ll*
+ 2Rela3"]|[gn /g n—r I
len P llynll” = e[|l + 18 [gn—sll*
12kl gl + el ]2 5kl

(@~ Yn)

Thus, the same exponential factor as is given by the GLRT in
(7) is obtained here.

Thus,
APPENDIX C el ln — el
NEARESTNEIGHBORS FORDIFFERENTIAL M-PSK no(ZN, yN)2 X Ey, = 2||N_k||2 1+ b (29)
Yn SN
Consider vectorg:; anda, from two different equivalence -

classes inS,., given by wheresy = g iffynt - NOW

z1 ={1, exp[j2], ..., exp[jpn]} gl o ki
and ln_ill* ~— (N —k)rg

xy ={1, exp[jba], ..., exp[ifn]} N=eog
whered; and¢; are of the formZ%, k =0, ..., M — 1 forall and, hence,

1. From (10), since . 5
) lgn—ill® N—oo 1
]| =N, Vi es lynll?
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Using these

(23]

2-1.

lim |sy
Mm [ [24]

Substituting in (29), the required result is obtained.

[25]
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